
 

 

 
 
 
 
 
D3.1 Revision of state of the art of automatic 
PV performance supervision systems 

 
T3.1 Review of the current status in monitoring, data assessment 
and data analytics 
 
Grant Agreement nº: 

Call: 

953016  

H2020-LC-SC3-2020-RES-IA-CSA / LC-SC3-RES-33-2020 

Project title: Smooth, REliable aNd Dispatchable Integration of PV in EU Grids 

Project acronym: SERENDI-PV 

Type of Action: Innovation Action 

Granted by: Innovation and Networks Executive Agency (INEA) 

Project coordinator: Fundación TECNALIA Research & Innovation 

Project website address: (not yet available) 

Start date of the project: October 2020 

Duration: 48 months 

  

Document Ref.: 
SERENDI-PV_D3.1 SotA automatic PV performance supervision 
systems_v1.0.docx 

Lead Beneficiary: QPV 

Doc. Dissemination Level: PU – Public 

Due Date for Deliverable: 31/03/2021 

Actual Submission date: 06/04/2021 

Version V1.0 

This project has received funding from 
the European Union’s Horizon 2020 
research and innovation programme 
under grant agreement Nº 953016 

Ref. Ares(2021)2347061 - 06/04/2021



 

D3.1 SotA automatic PV performance supervision systems ii 
 

Grant Agreement 953016 

Summary  

This document is a state of the art in the automated supervision of photovoltaic installations. This is the result 
of the study work carried out in task 3.1 and therefore its deliverable. 

The document deals with different topics related to the automated supervision and analysis of PV plants: 
monitoring, data quality, operation analysis, digital twins, fault detection and diagnosis and integration in 
O&M. This document reviews the state of the art in recent years in this regard, providing references from 
both the academic world and industry regulation. 
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1 EXECUTIVE SUMMARY 

1.1 Description of the deliverable content and purpose 

The objective of this document is to present a state of the art of the topics covered in WP3. This will serve as 
a starting point and framework for the WP developments, helping their integration into the current sector.  

The topic covered in this document is the automated supervision in the photovoltaic sector. In general, 
Automation is a reality that affects multiple aspects of society and is especially relevant to industry. All 
industrial sectors are experiencing exponential growth in automated processes. This automation has had in 
turn a great growth in the supervision processes, where more and more amounts of data are analyzed and 
more complex analyzes are carried out. Although communications, computing and artificial intelligence have 
existed for decades, in recent years there has been massive growth together with the development of new 
concepts such as Big Data, Machine Learning, IoT, cloud computing, etc. These bring a revolution in data 
analysis and automated monitoring. 

The case of the energy industry is not an exception and therefore the photovoltaic sector. Photovoltaic 
technology reaches maturity at the same time that the market grows exponentially annually, and this has 
created new challenges that both the academic and business world must face:  

• The size of the plants is increasing, which implies an increase in the elements to be supervised and 
an increase in the difficulty of their management.  

• PV plant portfolios are widely distributed geographically throughout the world.  

• The amounts of data to handle from a portfolio of PV plants are massive.  

• The growth of PV plant portfolios is very fast, making the management model of these new assets 
difficult.  

• New technologies have appeared in the sector that must be quickly integrated into supervision 
systems.  

There is therefore an immediate need for a paradigm shift in the supervision of photovoltaic power plants, a 
need for process automation and the introduction of distributed architectures of intelligent models that 
ensure flexibility, scalability and adaptation to emerging technologies. The sector needs a revolution based 
on massive data management using massive processing techniques through cloud computing, essential 
factors for the viability of future photovoltaic solar plants. 

The latest reports from the global photovoltaic market show the continuation of the upward trend of the last 
decade. Forecasts by IRENA (International Renewable Energy Agency) place the market potential for the next 
decade at close to 3,000 GW, which will mean a five-fold increase in current power [1]. In the long term, it is 
expected to exceed 8,000 GW in 2050, which will mean a growth rate of close to 9% per year for the next 
thirty years. 
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Figure 1.1: Market potential for the next decades. Source [1]. 

The design and implementation of new photovoltaic plant supervision systems is not limited to new 
installations but encompasses the total installed power worldwide since old plants also benefit from 
optimized supervision architectures with the latest improvements developed.  

The growth of the photovoltaic market is linked to the increase in the diversity of facilities, both in 
geographical locations and in the technologies used by the installed equipment. In addition, related to the 
supervision of these facilities we also find factors that increase their complexity: PV installation size (e.g., 
BIPV, large PV plant), geographic distribution with different types of sites (e.g., floating), the electrical grid 
integration, new generation technology (e.g. bifacial) and other new technologies (e.g. drones or cleaning 
robots). 

This document is a state of the art related to the monitoring, analysis and diagnosis of different types of PV 
installations. The structure of the document is described below: 

• Section 2 - Monitoring and Data Quality: for a correct supervision and analysis of PV installations it is 
necessary to have a good monitoring system. In addition, the quality of the data must be guaranteed, 
which will be basic for the quality of the subsequent analyzes. This section discusses the issues 
associated with monitoring data quality and how they are handled. 

• Section 3 – PV Data Analytics: The plant operation analysis is used by all the stakeholders of the 
sector. There are different indicators or KPIs depending on the objective of the analysis or the 
element analyzed. Also, the different technologies or types of plants may have specific indicators, or 
some common ones will charge different values.  

• Section 4 – Components Digital Twins: The simulation of the operation of the different elements of 
the plant allows to know their expected behavior. These simulations are based on different models 
and techniques from parametric models to the use of artificial intelligence, which are widely studied 
in the literature. This section summarizes the related studies and places special emphasis on the 
interaction of storage systems with PV. 

• Section 5 – PV Faults Diagnosis: In a plant there can be multiple malfunctions. Its detection, diagnosis 
and analysis of its effects is key for proper supervision. In this section, the state of these techniques 
in the sector will be reviewed, dealing with general techniques and those aimed at different plant 
sizes. 
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• Section 6 – O&M Integration: The automation of the supervision must serve the correct O&M of the 
plants. Its integration together with new analysis techniques in the field is key. 

 

1.2 Reference material 

This document is not based itself on any other document, apart from the information obtained from the 
references cited in the bibliography. 

1.3 Relation with other activities in the project  

Table 1.1 depicts the main links of this deliverable to other activities (work packages, tasks, deliverables, etc.) 
within SERENDI-PV project. The table should be considered along with the current document for further 
understanding of the deliverable contents and purpose. 

Table 1.1: Relation between current deliverable and other activities in the project 

Project 
activity  

Relation with current deliverable 

T3.2 

The specific data analytics for new technologies (bifacial, floating PV, BIPV) needs to consider 

the data that can actually be registered by the monitoring system (which is studied in section 

3.5 of this document), as this will be the input data for the data analytics. 

T3.3 

The fault diagnosis toolbox for improved O&M in large PV plants and aggregations depends 

directly on the monitoring system and accordingly, the state-of-the-art of monitoring 

systems (which is reviewed in section 5 of this document) set the basis for this study. 

T3.4 

The fault diagnosis toolbox for improved O&M in medium size commercial, residential PV 

plants and aggregations depends directly on the monitoring system and accordingly, the 

state-of-the-art of monitoring systems (which is reviewed in section 5 of this document) set 

the basis for this study. 

T3.5 

The data analytics based on image acquisition with UAV/drones is always compared with 

data registered by the monitoring system to cross-check the results and to obtain more 

accurate and reliable results. This is analysed in section 6.2 of this document. 

T3.6 
The input data for the digital twins models will be that obtain by the monitoring system, 

which is assessed in section 4 of this document. 

T3.7 
The commercial tools developed need to be in line with the current requirements and needs 

of PV plant monitoring systems which are reviewed in section 6.1 of this document. 
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1.4 Abbreviation list 

Table 1.2: Abbreviation list 

Abbreviation Meaning 

ANN Artificial Neural Networks 

ANOVA Analysis Of Variance 

AoV Angle of View 

ARIMA Autoregressive Integrated Moving Average 

BBO Biogeography-Based Optimization 

BIPV Building Integrated Photovoltics 

BMS Battery Management Systems 

CSD Classical Seasonal Decomposition 

CUF Capacity Utilization Factor 

DoD Depth of Discharge 

DQR Data Quality Routines 

DST Dynamic Stress Test 

ECM Electrical Circuit Models 

EIS Electrochemical Impedance Spectroscopy 

EIS Electrochemical Impedance Spectroscopy 

EKF Extended Kalman Filter 

EMC Electromagnetic Compatibility 

EPC Engineering, procurement and construction 

EPI Energy Performance Index 

ESC Enhanced Self Correcting 

FOM Full Order Models 

GHI Global Horizontal Irradiance 

GTI Global Tilted Irradiance 

HPPC Hybrid Pulse Power Characterization 

HPPT Hybrid Power Pulse Test 

HSA Harness Sub-Array 

IEA International Energy Agency 

IEC International Electrotechnical Commission 

IRENA International Renewable Energy Agency 

IRT Infrared Thermography 
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Abbreviation Meaning 

IT Information and Telecommunication 

I-V Current-Voltage 

KF Kalman filter 

KF Kalman Filter 

LCOE Levelized Cost of Energy 

LeTID Light and Elevated Temperature Induced Degradation 

LID Light Induced Degradation 

LO Luenberger observer 

LOCF Last Observation Carried Forward 

LOESS Locally Weighted Scatterplot Smoothing 

LOF Local Outlier Factor 

LR Linear Regression 

MAR Missing at random 

MCAR Missing completely at random 

MNAR Missing not at random 

MPPT Maximum Power Point Tracking 

NDS Network Disturbance System 

NOCB Next Observation Carried Backward 

NREL National Renewable Laboratory 

O&M Operation and Maintenance 

OCV Open Circuit Voltage 

P2P Performance to Peers 

PBM Physics-Based Models 

PDE Partial Differential Equations 

PI Performance Index 

PID Potential Induced Degradation 

PIO Proportional Integral Observer 

PLR Performance Loss Rate 

POA Plane of Array 

PR Performance Ratio 

PR_STC Performance Ratio under STC conditions 

PSC Partial Shading Conditions 
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Abbreviation Meaning 

PV Photovoltaic 

PVPS Photovoltaic Power Systems Programme 

QC Quality Controls 

QCP Quality Control Procedure 

R&D Research and Development 

RLS Recursive Least Square 

RLS Recursive Least Squares 

RLS Recursive Least Squares 

ROI Return on Investment 

ROM Reduced-Order Models 

RUL Remaining Useful Life 

SCADA Supervisory Control And Data Acquisition 

SMO Sliding Mode Observer 

SOC State of Charge 

SOH State of Health 

SPD Surge Protection Device 

STC Standard Test Conditions (1000 W/m2 under spectrum AM1.5 and 25 °C) 

STS Solar Tracking Systems 

SVR Support Vector Regression 

TF Transfer Functions 

THD Total Harmonic Distortion 

UAV Unmanned Aerial Vehicle 

UKF Unscented Kalman Filter 

UV Ultraviolet 

WMO World Meteorological Organization 

YOY Year-on-Year 
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2 MONITORING AND DATA QUALITY 

Monitoring PV systems is a fundamental part of the design, commissioning and maintenance of all types of 
PV installations. This process includes data acquisition, data transmission, data storage and initial processing 
for a proper adequacy of the data. The data resulting from this process are the basis of all subsequent analysis 
in the plant, from the calculation of the main KPIs to advanced diagnostics and the use of techniques based 
on artificial intelligence.  

In addition, these data can be used to compare facilities, verify simulations or even contractual commitments 
that require guaranteeing established quality levels. This fact causes a need in the sector for research and 
standardization of this process. In this second line the IEC published an international standard in the PV 
sector: IEC 61724. Like any norm, this define general guidelines for the co-operation between agents of the 
sector, but it is these agents who must implement it.  

In this section we will show a state of the art of monitoring and data quality, both from an academic and 
industrial point of view. Therefore, there is a need to define methodologies that allow to unify and optimize 
this process to face the frequent problems in PV installations, since currently both researchers and companies 
dedicated to data monitoring present disparate solutions adapted to specific situations. 

In the initial phases of commissioning a photovoltaic installation, it is essential to verify the monitoring 
systems, with special emphasis on three stages: 

1. Correct installation of monitoring systems and equipment. 

2. Verification of the existence, availability and quality of the data. 

3. Evaluation of the performance of the installation and comparison with expectations. 

In order to assure the reliability of the data received there are a range of tests and validations needed to 
verify that the photovoltaic system has been installed correctly both from an installation and configuration 
point of view. The data itself should not contain extreme or anomalous data, devices have to be correctly 
monitored and continuously sending data, and also it is necessary to validate various metadata.  

Regarding installation problems, photovoltaic modules and the accompanying production and consumption 
data monitoring systems are often unintentionally incorrectly installed. For example, a frequent error is the 
‘upside-down’ connection of current measuring clips which can either give a negative reading for a positive 
current or for non-amperometric clips, a value of zero will be returned when negative values are not 
detected. 

On the other hand, even if the installation of all hardware was successful, the setup process can also cause 
problems. The conversion factors of the sensors or their calibrations are usually a source of failures in the 
configuration of the monitoring system. In the case of BIPV, by identifying which appliances are consumer 
appliances, which are production appliances, and depending on the monitoring system installed, a variety of 
other parameters, mistakes can be made that lead to the data being received from an energy-consuming 
appliance, such as a heater of water, are identified as the energy production of the photovoltaic installation. 

Detecting all these types of errors is further complicated by the accumulation of errors. Several different 
types of errors within the same installation can make individual errors virtually impossible to diagnose, or at 
least much more advanced and time-consuming techniques are needed (or even human intervention which 
for thousands of installations may be little realistic). 

In terms of type and size of facilities, there are no notable differences in monitoring systems in the PV part, 
but there are in data storage and processing systems. However, there are differences depending on the level 
of detail and depth of monitoring. The higher the data quality and accuracy goal, the higher the cost of the 
complete monitoring system. 

Therefore, there is a need to define methodologies that allow to unify and optimize this process to face the 
frequent problems in PV installations, since currently both researchers and companies dedicated to data 
monitoring present disparate solutions adapted to specific situations. 
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Some papers have allowed to study revision monitoring systems as a complete process [2], identifying the 
needs for monitoring and evaluating the progress of the last decade, allowing to define pending challenges 
such as: 

• Improvement of systems to endure and keep quality measurements despite harsh environmental 
conditions. 

• Reliability and latency requirements. 

• Monitoring and prediction of efficiency degradation of PV modules. 

• Resource constraints as energy efficiency, data storage and data processing. 

• System calibration, focusing on remotely procedures to reduce necessary time and cost of calibration 
at the operation site. 

• Future requirements of the systems as system automation, real time operation and visualization of 
operational, more efficient data logging, storage and transmission, system control for output 
maximization. 

The level of compliance with these challenges depends on many factors such as the type of installation, size, 
geographic location, costs and the desired quality of monitoring. In order for there to be defined guidelines 
regarding monitoring, IEC published its specific regulations (IEC 61724-1) [3]. This International Standard 
defines classes of PV performance monitoring systems and serves as guidance for various monitoring system 
choices. 

The monitoring system should be adapted to the PV system's size and user requirements. In general, larger 
and more expensive PV systems should have more monitoring points and higher accuracy sensors than 
smaller and lower-cost PV systems. The IEC standard [3] defines three classifications of monitoring system 
with differentiated requirements which are appropriate to a range of purposes. 

This standard is a good reference for the classification of photovoltaic installations. In any case, it focuses a 
lot on the size of the installation, but we must also look for other factors related to technology such as bifacial, 
floating or BIPV. 

Some works present the possibility of creating simple low-cost data acquisition solutions [4], to monitor in 
real time and under real conditions a small PV system, opening a great way to avoid the high cost of 
commercial data acquisition systems, which still are a barrier in emergent nations. On other hand, the ability 
to analyze lower quality data, with data gaps and monitoring failures, was deeply studied in large fleets of 
small PV installations [5], comparing each one of them with its environment to correct the quality of the data. 

The quality of the data directly influences the performance of PV installations. In previous reviews of the 
measurement systems, results showed that that the quality and availability of data is considered essential 
for the early detection of anomalies and the automation of these processes, highlighting the importance of 
the design and discussion of new filters [6].  

Data quality also affects to PV systems performance calculation, and special emphasis is placed on the 
importance of measurements of operating conditions since the linearity with respect to the power shown by 
the models constitutes a powerful indicator of anomaly detection. In this line the IEC standard also 
emphasizes it (IEC 61724-2 2016). This standard indicates the types of filtering for both operating conditions 
and production. It also recommends that these filters should be included in the operation reports, so that 
the quality of the data used is known. 

A specific study where the problems associated with measurement of operating conditions of small PV 
installations based on a set of meteorological stations storing data every ten minutes of an area are examined 
[7], presented the data source as a proof of difficulties to measure correctly, and showed that the lack of 
data and wrong values often brings to incomplete analysis of PV systems. 
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Taking into account data or measurement problems, the IEC-61724-2 standard is studied as a first filtering 
approach [8], although it is considered that it causes a loss of information with low irradiance. 

The problems associated with filtering data are common in the methodologies proposed by the different 
studies. 

Some of the studies propose a filtering of outliers from normalized data, to try to eliminate measurement 
errors and noise [9] to variables such as irradiance, clearness index, temperature and site-specific factors. 

However, other studies focused on accurately estimating the yield in PV systems present a double filter to 
get high accurate input data [10]. 

The proposed solution to data filtering, usually applied to reduce the uncertainty and offsets of the input 
data, uses the correlation between power output and irradiance to filter outliers of the Gaussian distribution 
of linear relationship. This method uses and additional step of smoothing curves based on 25th and 75th 
percentiles assuming that points outside this range are not useful to feed the models and becoming very 
effective way to remove unrealistic data. 

Recently, more complex methods such as clustering and neural networks have also been studied. 

The idea behind the use of clustering in anomaly detection is that the outliers do not belong to any other 
cluster or have their own clusters. The k-means method is one of the best-known and easy-to-implement 
clustering algorithms, despite the difficulty of choosing an appropriate k-value to clearly differentiate 
anomalous values from the rest of the data. 

To solve this need, there are methods such as density-based spatial grouping of applications with noise 
(DBSCAN), which does not require any predefined number of clusters and only has two parameters: minimum 
number of points in a cluster and epsilon, which is the distance between clusters. DBSCAN is a high-
performance method that is easy to tune in just a few iterations, constituting a very powerful option to 
perform anomaly detection. 

Moreover, neural network-based approaches allow to detect anomalies even if the knowledge about the 
data range or data quality is limited, using techniques as autoencoder. 

Autoencoder is an unsupervised type of neural networks, and mainly used for feature extraction and 
dimension reduction, and also it is a good option for anomaly detection problems. In encoding part, main 
features are extracted which represents the patterns in the data, and then each sample is reconstructed in 
the decoding part. The reconstruction error will be minimum for normal samples. On the other hand, the 
model is not able to reconstruct a sample that behaves abnormal, resulting a high reconstruction error. So, 
basically, the higher reconstruction error a sample has, the more likely it is to be an anomaly. 

At the same time as data filtering, it is also common to aggregate data over longer periods (hourly or daily), 
allowing to reduce the detrimental effects of measurement quality and noise. 

In the study of Performance Loss Rate (PRL) in long-term analysis of PV plants [9], a key idea of data quality 
is presented: the previous works of significance have used various data filtering and aggregation criteria, 
reaching very different results and making very difficult to compare between analysis. The proposed 
methodology is based on a process of data collection, normalization, filtering and aggregation. 

Results show how the different levels of data filtering and data aggregation affect to variation of PRL and 
present the methodology itself as a first step to a consensus of PV data cleaning to enable benchmarking 
across plants. 

In addition to data out of range or measurement errors, monitoring presents another major problem, data 
loss or data missing. The causes can be multiple, including measurement problems, communication failures, 
problems in the data acquisition system or outputs of the applied filters. 

In [5] the author explores the value of the accuracy on PV systems data to evaluate and improve performance, 
where data quality analysis is performed in fleets of small PV installations (mainly residential PV systems) and 
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methods of automatic detection of data value deviations are based in comparation of each installation with 
its environment. Research also details magnitude of lack of data in evaluating performance and at alarm 
activation frequency, establishing itself as a challenge in the balance between yield fault detection and 
monitoring fault detection. As a conclusion, this works shows how undetected wrong data mask fault 
detection and leads to a reduction of PV systems lifetime. 

As in data filtering, data losses are especially relevant when they affect operating conditions. Related works 
had analyzed the influence of data loss in energy yield evaluation of PV installations and proposed a method 
of back-filling data gaps [11], [12]. Results are measured by mean square error, mean absolute error and 
mean bias error for three different cases: missing meteorological data, electrical monitoring system failure 
and failure of both systems. Conclusions show that data loss of meteorological data causes underestimation 
of in-plane irradiation (and overestimation of PR) while gaps of electrical data could be filled and still estimate 
with precision energy yield.  

Detecting missing data is a simple process, but the categorization and labeling of this data influences the next 
stages of analysis. Missing values are generally represented as null values, to clearly differentiate them from 
other types of problems when analyzing data. 

It is important to distinguish two metrics of missing data: the rate of missing data and its categorization. 

The missing data rate is the fraction of missing data to the total number of data points. This rate, with the 
category of the missing data is important for determining which treatment method is appropriate.  

Missing data can fall into three categories:   

• Missing completely at random (MCAR). Values in a data set are missing completely at random if the 
events that lead to any particular data-item being missing are independent both of observable 
variables and of unobservable parameters of interest and occur entirely at random. When data is 
MCAR, the analysis performed on the data is unbiased; however, data is rarely MCAR.  

• Missing at random (MAR). Occurs when the missingness is not random, but where missingness can 
be fully accounted for by variables where there is complete information. Since MAR is an assumption 
that is impossible to verify statistically, we must rely on its substantive reasonableness. Depending 
on the analysis method, these data can still induce parameter bias in analyses. However, if the 
parameter is estimated with Full Information Maximum Likelihood [11][13], MAR will provide 
asymptotically unbiased estimates.  

• Missing not at random (MNAR). Data that is neither MAR nor MCAR (i.e., the value of the variable 
that's missing is related to the reason it's missing). 

Some previous work has detailed complete methods for treating missing data [13]. Missing values were 
treated by data deletion (listwise deletion) for missing data rates lower than 10% and by data inference 
techniques (application of empirical models, multiple and univariate data imputation) for missing data rates 
higher than 10% (applicable only for the MCAR case). For the MAR and MNAR cases, the reason of 
missingness was further examined before determining an approach to handle the invalid values. 

Many additional solutions have been proposed for filling data gaps such as: 

• Approach based on Multiple Imputation by Chained Equations [7], to artificially generate missing and 
filtered compared to usual methods as Multiple Linear Regression. Results show the effectiveness of 
the proposal to recover missing data of meteorological stations with wrong or void values and 
allowing to analyze the complete time-series of solar irradiation even when some of the sensors fail. 

• Classical Seasonal Decomposition (CSD) method [14], which shows the best performance to estimate 
degradation with data imputation for whole range of missing data percentages, although 
Autoregressive Integrated Moving Average (ARIMA) works better when data imputation is not 
applied. 
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• Data Quality Routines (DQRs) methodology [11], to identify data anomalies and reconstruct datasets 
with outliers and missing data, could improve PV monitoring systems permeance. Results show that 
missing or outlying data up to 40% can be reconstructed without significative accuracy loss on PV 
performance evaluation using Sandia Array Performance Model (SAPM). 

Some examples of data imputation under these conditions are the following:  

• Last observation carried forward (LOCF). 

• Next observation carried backward (NOCB). 

• Linear interpolation. 

• Spline interpolation. These methods rely on the assumption that adjacent observations are similar to 
one another. These methods do not work well when this assumption is not valid, especially when the 
presence of strong seasonality. 

However single data point imputation like this can introduce biases into the dataset. It is often preferable to 
perform multiple interpolation. In a multiple imputation, instead of substituting a single value for each 
missing data, the missing values are replaced with a set of plausible values which contain the natural 
variability and uncertainty of the right values. Any analyses are then performed on each ‘different’ data set. 
Subsequently, by combining these analysis results, a single overall analysis result is produced [15]. 

Finally, there is another additional process in the adequacy of the data, the synchronization between sources. 
When the data comes from different devices of different nature, these can be out of sync for two main 
reasons: 1) the time base is different (1 s., 1 min., 5 min., etc.) or 2) the data collection is out of sync. Most 
operating analysis, from basic to advanced, requires combining data from more than one source. Combining 
out-of-sync data causes analysis errors or directly the inability to perform these analyzes.  

Data synchronization may require computationally heavy techniques, or usually through a combination of 
integrations, interpolations, regressions or transformations [16]. Figure 2.1 shows a conceptual example of a 
power measurement that is received with asynchronous measurements (black dots). If the rest of the 
monitoring had measurements at times t1, t2,..., tn, it would be necessary have the power values at these 
times to be able to combine these measurements. In this case, it is solved by using a linear interpolation to 
obtain a synthetic value in the time base of the monitoring system. 

  

Figure 2.1: Example of asynchronous power measurement corrected by linear interpolation. Source [16]. 



 

D3.1 SotA automatic PV performance supervision systems 12 
 

Grant Agreement 953016 

As we have seen, the process of monitoring and data adapting has different stages that can be approached 
with different techniques. All these stages are key for a subsequent analysis of the facilities and the complete 
procedure must be stipulated from the beginning of the operation of an installation. A recent work presents 
a basic proposal of methodology for PV data processing and data quality verification [13]. The method is 
composed of these steps: 

• Identification of the recording interval and reporting period. 

• Dataset examination for consistency (timestamp gaps, repetitive and duplicate records, and 
synchronization issues). 

• Data filtering (daylight filter). 

• Data anomalies (identification of outliers and missing values) 

• Identification of missing data rate. 

• Handling invalid values and dataset reconstruction. 

• Data aggregation. 

• Data statistics summary. 

This sequentially process is a novel approach to a methodology to compare and reproduce PV performance 
and degradation analysis. Conclusion exposes that analyzing data quality and reconstructing low missing data 
rates could drastically improve PV systems monitoring and automated performance analysis. 

The improvement of monitoring systems, including measurement, data acquisition, communication, storage 
and pre-processing (data filtering, data cleaning, data aggregation), has to maintain the balance between 
start-up and maintenance costs, and sufficient quality of the data as well as for performance analysis, 
degradation and failure detection. The pending challenges go through defining a methodology and specific 
techniques that serve as a common basis for the monitoring of PV system. 

 



 

D3.1 SotA automatic PV performance supervision systems 13 
 

Grant Agreement 953016 

3 PV DATA ANALYTICS 

3.1 Operation conditions 

Throughout chapter two, the importance of the correct measurement of operating conditions for data 
analysis in photovoltaic installations has been highlighted. The measurement of operating conditions has two 
fundamental components: irradiance and temperature. 

Regarding irradiance measurements, they are usually divided into global tilted irradiance (GTI) and global 
horizontal irradiance (GHI), although they can also be divided into its two main components: direct and 
diffuse. This latter division is not usually measured in most plants currently; however, the relationship 
between the two components tends to have considerable differences between the models and the reality 
due to the fact that the diffuse fraction is affected by many local components such as aerosols. This 
relationship can considerably affect some indices or the estimation of optimal values, such as the gain per 
tracking. In case a good evaluation of their behavior is required, it would be necessary to take measurements 
of these components. The common devices in almost every plant are mostly devoted to the differentiation 
between the GTI and GHI as aforementioned, such as pyranometers, calibrated cells or reference modules.  

Lately, the measurement of the front and back radiation of the modules is taking special relevance, in the 
cases of using bifacial technology. The analysis of the operation of PV plants employing bifacial technology is 
more complex as KPIs are affected by these two radiation sources. The back radiation is highly influenced by 
the albedo, a component of radiation related to that reflected by the ground [17]. It is not common to find 
the measurement of albedo in plants, although the new bifacial plants are installing albedometers in their 
meteorological stations.  

The operating conditions are the input measurement on which the performance of the PV plant will be 
evaluated. Most analysis and processes directly associated with operation conditions are usually focus on the 
generation of components from others or the estimation of the operating conditions the day before [18]. 

In relation to the models used to estimate irradiance (both GHI and GTI), different reviews have reached 
similar conclusions where the importance of time data aggregation is valued, as well as particular classic 
analysis of the anisotropic distribution of sky radiance [19], and the reflection component, which can reduce 
the bias in the GTI evaluation [20]. 

Another modeling topic studied throughout many previous works is the transformation from GHI to GTI [21] 
[22] [23], as well as vice versa [24] [25], allowing the performance of photovoltaic installations to be 
evaluated regardless of the sensor orientation. For this type of conversions, it is necessary to know or 
calculate the relationship between direct and diffuse radiation. 

In addition to the precision of the sensors, measurement points, models and estimations, the effect of clouds 
is a fundamental factor to study in the analysis of irradiance data. This is usually evaluated by means of the 
clearness index, which is defined as the ratio of the horizontal global irradiance to the corresponding 
irradiance available out of the atmosphere (i.e., the extraterrestrial irradiance multiplied by the sinus of the 
sun height). 

The clearness index and its effect have been extensively studied for its effect on the variation of irradiance 
[26] [27], and for its non-uniform distribution along different geographical locations [28] [29].  

The prediction of this parameter has been studied both through statistical techniques [30], and more 
complex models based on neural networks [31], reaching the conclusion that the quality of the past data and 
the interval in which the index is to be calculated have a significant influence on the results, obtaining useful 
values for the modeling of irradiance on a daily basis. 

Therefore, the analysis of the clearness index and the effect of the clouds allow different classifications to be 
made according to the type of day [32]. In a previous review, the classification of days was studied based on 
the clearness index and the probabilities of inter-day persistence from GHI [15], and in another review a 



 

D3.1 SotA automatic PV performance supervision systems 14 
 

Grant Agreement 953016 

classification of different types of sky was presented as a result of the application of machine learning 
techniques to identify patterns using irradiance and daylight illuminance data [33]. 

Another factor that affects the irradiance measurement is the soiling present in the PV plant, as both, the 
modules and the measurement equipment, are going to be affected by soil effects. To quantify the influence 
of soil on irradiance, a previous work defined an irradiance loss factor [34], that quantifies the relationship 
between irradiance, tilt angle and power output of a soiled panel with the soil particle size composition. 

Another work related to this effect [35], presents the soil distortion factor (SDF), which establishes a 
relationship between particle size compositions of soil and irradiance received by a tilted soiled solar panel. 

The growth of bifacial technology is also causing an increase in the study of effective incident radiation in the 
module with respect to different types of measurements carried out in the plant: combination of calibrated 
cells, albedometers or directly bifacial reference modules. Aalthough there is currently a great growth of this 
technology, there are studies of this type since the late 1980s [36], [37]. 

In addition to irradiance, the other fundamental measurement in operating conditions to know the 
performance of a photovoltaic installation is temperature. Previous works have thoroughly reviewed the 
relationship between ambient temperature, module operating temperature, and effects on the module 
behavior [38]. 

Different models have studied the evolution and influence of temperature on the behavior of the modules, 
fundamentally divided into predictive models and empirical models. The predictive models studied allow the 
temperatures to be accurately estimated by aggregating the data on a daily basis [39], although the precision 
is affected by thermal inertia. On the other hand, the empirical models show a higher precision [40], using 
wind speed and direction as additional input variables. 

 

3.2 Generator 

The analysis of the performance of photovoltaic generation systems has been studied both from a theoretical 
point of view through parametric models as well as from a practical perspective through empirical models. 

Previous reviews have studied both, the operating conditions of photovoltaic modules and the effect on 
performance caused by the variation of these parameters [41] [42]. The influence on the expected 
performance of the installation location, the power, material, efficiency and materials of the photovoltaic 
cells has also been studied. 

In relation to the operating conditions, as detailed in the previous section, it influences the photovoltaic 
performance: global tilt irradiance, cell temperature or other weather conditions as air temperature or wind 
speed. 

Regarding the performance of the photovoltaic generator itself, the key characteristics to evaluate are the 
PV cell technology, module type and location.  

These characteristics are related to each other, since for example the technology of the cells itself influences 
the behavior of the relationship between temperature and efficiency. 

The relationship between the temperature of the photovoltaic modules and their electrical performance 
(understood as power generation or efficiency), has been widely studied throughout different reviews [42] 
[43], obtaining different types of correlation without a general criterion, since the most precise model is 
dependent on the type of installation and intrinsic characteristics of photovoltaic cells. 

Numerous reviews have compared the results shown in previous works about the performance of different 
photovoltaic technologies in the market.  

A very comprehensive review of all the technologies related to photovoltaic systems, and not only with the 
cell technology itself, was published comparing each of the cell types according to their application in small 
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installations, BIPV, large plants and hybrid systems, depending on design criteria such as the purpose of the 
installation, needs and costs [44]. This work constitutes a very useful starting point for photovoltaic projects, 
for research or for the design of comparison and decision systems between different technologies.  

In this line, a later work presents a decision-making approach model to evaluate the performance of the 
modules of different technologies even with insufficient data [45]. 

A previous work comparing different photovoltaic cell technologies presented variable performance results 
according to the season of the year [46]. According to it, each period of year benefits a series of specific 
technologies in particular, fundamentally caused by the relationship between temperature and performance 
presented above. On the other hand, other reviews have focused on the evolution of technologies comparing 
different PV generations [47], presenting as a conclusion the lines of research to follow to reduce costs and 
improve module efficiency. 

In relation to the location of the generator, there is a key factor for the calculation of the performance, the 
shading. 

Shading (total or partial) occurs when parts of the PV generators are shaded to some degree. This effect can 
be produced by natural conditions such as clouds, but also by design decisions of the installation, causing a 
lower energy output than expected. 

In order to analyze the effect of shading on the energy performance of photovoltaic installations, previous 
works have shown methods to detect and quantify the effects through the analysis of the variation of the 
maximum power point tracking (MPPT) in partial shading conditions (PSC) [48] [49].  

Other works have focused on the detection of this shading by combining models (shaded and unshaded) [50], 
and through more complex techniques such as neural networks [51], allowing not only the detection but also 
the precise quantification of the losses when comparing with the unshaded models. 

To analyze the performance of photovoltaic generators, it is also necessary to consider the degradation of 
photovoltaic cells. Therefore, long-term performance is expressed as a function of the initial energy 
generation and the rate of degradation. 

Some previous works have presented very in-depth reviews of long-term degradation and have reached the 
conclusion that this degradation rate is highly dependent on the cell technology and the methodology used 
to calculate the degradation. According to previous studies, the most recommended statistical techniques to 
analyze the degradation rate are: Linear Regression (LR), Classical Season Decomposition (CSD), 
Autoregressive Integrated Moving Average (ARIMA) and Locally Weighted Scatterplot Smoothing (LOESS) 
[52]. 

Although the degradation was considered initially as a linear function, some studies have shown the non-
linearity of the degradation rate through Monte Carlo simulations with multiple scenarios and different 
measurement methodologies [53], reaching similar conclusions to other studies, where the rate is dependent 
on technology and methodology but showing that the linear approximation is insufficient for the necessary 
precision when designing photovoltaic projects in a large time interval.  

These conclusions of non-linear rate degradation have been reaffirmed in other works that analyze 
degradation in real facilities over long periods [53] [54].  

In relation to the variations in the degradation rate found according to the calculation methodology used, 
more recent studies have presented proposals for robust methodologies applying the year-on-year (YOY) 
method combined with a clear-sky model [55]. This method allows to avoid noise and other possible errors 
that may exist due to variations in operating temperature or in sensor calibrations, obtaining a significantly 
higher accuracy than previous methodologies, although it relies on high‑quality data and clear-sky days. 
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3.3 Inverter 

The performance of the inverters is directly linked to the performance of the complete photovoltaic 
installation. Grid-connected systems have a series of requirements that inverters must meet such as low total 
harmonic distortion of the currents injected into the grid, maximum power point tracking, high efficiency, 
and controlled power injected into the grid. 

A previous review had deeply studied inverter topologies and configurations, and its control strategies for 
grid connected systems [56]. 

The problems associated with the grid-connected PV system are the grid disturbances if suitable and robust 
controllers are not designed and thus, it results in grid instability. The control strategies presented in [56] are 
divided in linear controllers, the non-linear controllers, the robust controllers, the adaptive controllers, the 
predictive controllers, and the intelligent controllers. 

Inverter topologies had also reviewed and classified [56] [57] [58] dividing by the number of power processing 
stages, power decoupling, connection to transformers, multilevel inverters and soft-switching inverters. 

The grid-connected inverters undergone various configurations can be categorized in to four types, the 
central inverters, the string inverters, the multi-string inverts and the ac module inverters [59], shown in the 
figure: 

 

Figure 3.1: Configurations of grid-connected PV inverter [59] 

In relation to the efficiency of inverters, both their modeling based on electrical parameters and their 
variations at an experimental level depending on the operating conditions have been deeply studied [60] 
[61]. Previous reviews also show that the inverter's topology and configuration are related to its efficiency 
[62]. 

Some methods of improving the efficiency of the inverters have been studied [63] [64], adjusting the power 
generation in situations of power limitations so that the inverters always work in optimal ranges of efficiency. 

The factor that most affects the long-term performance of a photovoltaic installation is the failures of the 
inverter, since the losses produced by failures in this equipment represent very large losses with respect to 
the total installation (up to the total production in the case of installations with a single inverter). 

The effect of failures in performance has studied in previous works, quantifying up to 10% of ROI reduction 
in residential solar PV systems [65], and about 5% in large PV installations [66]. 
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3.4 Tracker 

The analysis of data from Solar Tracking Systems (STS) is a fundamental component to determine the 
performance of photovoltaic installations where photovoltaic modules are mounted on trackers. 

Among the previous reviews analyzed, there are works related to the type of mounting of the sun-tracking 
[67] [68] [69], analyzing and comparing the energy gain produced according to the size, distribution and 
number of axes and elevation, as well as the consumption associated with this equipment to be able to 
analyze the profitability of including these systems in photovoltaic installations. 

On the other hand, other reviews focus on the control algorithms for the STS to track the optimal solar 
position [70], comparing both open-loop and closed-loop algorithms, determining that the choice of 
algorithm type is dependent on the type and the quality of the sensors used. 

A recent review classifies active STS based on their technologies and driving methods [68], defining five 
categories: 

• Sensor driver systems. 

• Microprocessor driver systems. 

• Open and closed loop driver systems. 

• Intelligent driver systems. 

• A combination of two or more of these driver systems. 

Presenting the intelligent driver systems as the most promising among these tracking systems due to their 
capability to predict the exact position of the sun by using learning algorithms, like those presented in papers 
related to intelligent drivers for tracking based on adaptive neural fuzzy inference system [71]. 

The gain in yield obtained through STS has been extensively studied under different conditions. 

A previous work presents the comparison in annual yield of a fixed PV system compared to a double-axis sun 
tracking system [72], with differences greater than 30% with the normalized data. 

The increase in yield through tracking systems versus fixed systems has also been analyzed in relation to the 
geographical area, finding significant differences between the colder regions and hot regions [73], where the 
former has a higher tracking yield gain due to the fact that in hot areas there is overheating of the PV panels. 

In relation to the gain obtained by STS according to environmental conditions, a previous work analyzed the 
results in different types of day according to the clearness index [74]. The best results were obtained on a 
totally clear day, being gradually less until totally cloudy days where there are no significant differences 
between the STS and the fixed systems because the tracking gain is compensated with the consumption of 
the motors and control electronics of the tracking equipment. As mentioned in section 3.1, the diffuse 
fraction also has great relevance in the gain per tracking.  

A recent review of the advances in STS and future challenges [75], analyzes results obtained with the latest 
tracking technologies (both at the level of equipment and control systems) and quantifies the gain on clear 
days above 40%, although this value it is dependent on many factors that can cause failure to follow. It 
presents as possible errors and, at the same time, challenges in STS the misalignment of the tracking fixture, 
the level of pollution of the area, the shading of the sensors, the types of control schemes involved, the 
auxiliary units of the system, the lack of maintenance as well as the imperfection and power mismatch of 
connecting grids. 
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3.5 Peculiarities of technologies: 

3.5.1 Bifacial 

The rise of bifacial photovoltaic technology has also increased the interest of research in this field, from 
reviews of the operation of the technology itself [76], reviews about performance and efficiency analysis 
[77], to reviews about the characterization and simulation of this type of modules [78]. 

The review presented in [76] shows the evolution in the study of bifacial photovoltaic technology through its 
comparison with monofacial technology [79] [80], showing power outputs up to 30% higher, as well as its 
performance at different latitudes [81]. This point is analyzed in depth in another work, reaching the 
conclusion that this technology shows its full potential in latitudes higher than 40º or in lower latitudes with 
high albedo [82]. 

The electrical performance of bifacial modules is influenced by some common factors with monofacial 
modules such as tilt angle [81] or orientation [83]. However, the performance is largely influenced by the 
reflection of the earth (albedo) [84], and by the elevation of the modules [85], since both factors affect the 
irradiance received by the rear face of the module. 

Related to the performance of the photovoltaic bifacial modules, a previous work explores the differences in 
performance with respect to the monofacial modules throughout a full year [86], showing small increases in 
performance on days with clear skies but very significant increases on cloudy days, mainly due to diffuse 
radiation. 

Estimating photovoltaic bifacial modules performance and its behaviour requires a deep study of optical, 
electrical and thermal models [87]. 

A bifacial module can absorb a part of the sunlight to generate electricity with various optical losses. These 
optical losses occur at different interfaces on both sides, including reflection loss, absorption loss and 
transmittance loss [88]. 

The electrical model characterizes the bifacial gain, expressed as the relative yield of bifacial module in 
comparation to monofacial module under the same operating conditions [79] [89]. 

In relation to the thermal model, several approaches have been studied for the technology of bifacial 
modules such as Sandia [90], NOCT [85], or the PVsyst model [91], and all the models showing more precious 
results are the empirical ones such as Castillo’s model [92]. 

The electrical performance of the bifacial modules depends on the irradiance received by the rear face of the 
module. This radiation and its estimation have been extensively studied both at a theoretical [36] [93] and 
experimental level [94], and depending on the conditions of the installation and the operating conditions. 
The results have made it possible to create tools for calculating the rear irradiance [95]. 

3.5.2 Floating PV 

Floating PV shows significant advantages in comparison to ground PV, such as the possibility of using large 
areas without competing for land use, the possibility of generating electricity very close to large energy 
consumers such as coastal areas with high population density, or the highest performance of PV modules 
due to the lower operating temperature in the marine environment [96] [97] [98].  

However, all these advantages may be hampered by an increase in LCOE associated to the following factors: 

1. The reduction in the energy production as consequence of a higher rate of degradation of the 
elements composing it [99]. The analysis of the state of art reveals a significant shortage of 
bibliography on the matter, since the technology has less than 5 years of experience in terms of large-
scale projects. In this sense, it is expected that the failure modes that may originate specifically in 
floating PV technology will become known in existing plants in the coming years. However, on the 
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basis of the knowledge formed in ground PV, it is possible to anticipate what types of degradation 
could be predominant in floating PV. These would be linked to the main stressors in the marine 
environment: high relative humidity and high saline concentration (sea water), and high levels of 
mechanical stress (waves and wind). As a result, main non-transient failure modes that can be 
expected are:  

a. The aquatic environment and high humidity conditions favour potential-induced degradation 
(PID) [100]. PID is a type of degradation in PV panels due to the presence of leakage currents 
caused by the presence of potential differences between the cells and the ground. These 
undesired currents can flow through the aluminium frame, glass or even other encapsulating 
materials (EVA, Tedlar) causing a panel power of up to 30%. 

b. Corrosion of the different elements that make up the electrical circuit, both within the PV 
module and in other elements of the balance of the system, such as cables and 
interconnectors [101]. The delamination of the backsheet that protects against corrosion and 
electrically isolates the solar cells and the internal electrical circuit of the module [102]. 
Saltpetre can cause deterioration of both the mechanical elements such as the aluminium 
frame or the connections, especially if the module's junction box does not have the proper 
protections (IP 68), as well as the solar cells and encapsulants.  

c. The generation of breaks or "cracks" in the component cells of the PV modules. The 
continuous movement of the panels due to the waves causes the formation of breaks or 
micro-breaks in the cells that make up the solar panel. Today it is still difficult to quantify the 
impact that these failures have on the efficiency of the modules during their useful life. 
Several studies on the matter [103] [104], conclude that the presence of micro-breaks in the 
panels has marginal effects on the power generated, as long as the different parts of the cell 
continue to be electrically connected. However, as it continues to operate, the module is 
subjected to stress or atmospheric agents of a different nature that cause the cracks to 
evolve into severe breaks, giving rise to inactive areas, hot spots and consequent physical 
deterioration [96].  

Additionally, the marine environment conditions will induce other types of failure modes that could 
be defined as transient, since they produce a temporary loss of performance. These transient failure 
modes include: 

a. In the case of the marine environment deposition of sea salt on the surface of PV panels is 
one of the factors causing soiling [105], along with the accumulation of bird droppings [106] 
and the formation of algae or other organisms (fungi, lichens). Losses due to soiling generally 
refer to the loss of electrical power generated resulting from the accumulation of these 
elements and which have the common effect of forming shadow areas in the surface area of 
the PV panels. The magnitude of this accumulation can be influenced by the wind, humidity 
and temperature of both the air and the modules themselves. Likewise, the type of dirt is 
specific to each environment and its accumulation is determined by structural factors such 
as the surface of the materials used for the PV modules or their orientation and inclination 
[103]. 

b. Changes in the orientation and/or elevation of the PV array as a consequence of the action 
of wind, waves or sea currents leading to mismatching effects and their corresponding 
performance losses [107]. 

2. An increase in O&M costs due to the intrinsic difficulties of accessibility and management of these 
kind of activities in a floating PV plant. It is important to remark that the aquatic environment 
introduces significant occupational risks for the operators in charge of the O&M tasks, such as falling 
into the water or electric shock risk if they are carried out with the floating PV system in operation 
[96]. All these factors can have a decisive influence on the final costs of O&M, which thus becomes a 
critical factor. 
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Thus, the O&M of floating PV systems must simultaneously address two confronted issues: 

1. It must ensure that the floating PV plant is operating at high performance most of the time by 
detecting early potential failures. 

2. It must reduce the tasks the operators must perform on site, considering the costs and technical 
difficulties associated with them.     

The optimal solution to this apparent dilemma is through the use of digital techniques and the development 
of early failure detection and diagnosis (FDD) methods, also known as digital O&M. Digital O&M must enable 
the fast and efficient management of problems that may arise in a floating PV plant. Different FDD methods 
have been proposed depending on the type of data used and the way in which these data from the SCADA 
system of the PV plant are used [108]. The development of hybrid physical/statistical models are of special 
interest to the PV industry, as well as representing a significant challenge for digital O&M [109]. In the specific 
case of digital O&M applied to floating PV, the absence of an extensive historical data on the main existing 
failure modes and their impact on the performance makes it difficult to develop these hybrid models. In 
addition to this, most of the physical models used in ground PV must be readjusted or may even in some 
cases are not applicable for floating PV. Some examples of issues that are likely to need to be addressed could 
be: 

• The irradiance on the Plane Of Array (POA) will suffer from oscillations due to the wind, waves and 
water currents that must be introduced in the optical model. 

• The thermal performance of the PV panels may be not only influenced by the ambient temperature, 
incident irradiance and the wind speed, but also by the potential evaporation of the water deposited 
on the rear surface. 

• The electrical performance of the floating PV array will be greatly impacted by mismatching effects, 
derived from the heterogeneous operating conditions such as the potentially different albedo or 
orientation and inclination of PV modules.   

3.5.3 BIPV 

BIPVs are usually integrated together with a broader concept that includes different elements of the building 
where they are integrated. These elements are of 3 different types: consumption, storage and connection to 
the electrical grid. The last element can evolve to smart grids as a convergence of ICT with power system 
engineering [110]. The Figure 3.2 shows a conceptual scheme of these elements [111]. 
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Figure 3.2: Topology of the power system in a building with BIPV, storage, consumption and grid 
connection. Source [111]. 

The operation and its evaluation can be affected by the rest of the elements. This must be taken into account 
in the analysis, both when modifying indexes and methods already used and when creating new ones. For 
example, the use of solar energy to feed local consumption is widely studied, where are used indices such as 
Load Matching or Self-Consumption [111] [112] [113]. These indices are generally higher as the locally 
generated energy is used more and with them the associated benefits are increased. A concrete example of 
the use of these indices to evaluate the integration of BIPV with the rest of the elements is Solar Decathlon 
contest1. It is an international multidisciplinary competition in which around 20 university teams build and 
operate energy-efficient solar-powered houses. Each participating house is designed to optimize the use of 
its solar energy and the teams carry out different strategies to optimize this use, being a good example of 
how the evaluation of the BIPV operation can be strongly affected by different elements external to the PV 
[114]. 

 

 

 

 

 

 

 

 

 

1 https://solardecathlon.eu/ 

https://solardecathlon.eu/
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4 COMPONENTS DIGITAL TWINS 

A Digital Twin -- the concept of digitally mirroring the behavior of a physical PV power plant in its operational 
conditions -- is one of the pressing challenges for the continued development of the industry. Due to the 
increasing penetration of solar energy in the grid, associated grid management issues are becoming 
commonplace. For solar energy’s successful integration into the grid, the behavior of a powerplant has to be 
known to a greater degree of certainty, particularly from the monitoring and forecasting points of view.  

One of the ways how to achieve it, and what some experts are calling for, is the parametrization of real PV 
output, which in turn can then be used to more accurately describe the inner workings of PV power plant 
components (inverters, PV arrays, etc.) and use it to refine the simulated output [115]. 

On the other side is the well-known single diode model [116], a cornerstone of today’s simulation of the DC 
side of PV arrays, which is widely used in the industry to simulate the power output. However, once the 
power plant is built, it is often difficult to precisely match the real-world conditions of the site since input 
parameters (solar irradiation, meteorological parameters etc.) have inherent uncertainty. Moreover, a 
physical approach such as the single diode model, however, applies to ideal conditions, which unfortunately 
seldom occur in real life operations. Oftentimes detailed and accurate information (metadata) about PV plant 
is missing or are even incorrect. This is why there are numerous PV analytics regimes estimating this 
information from the production data [115] [117] [118]. Moreover, data quality procedures, such as those 
described above in Chapter 2, give more insights.  Parametrization from production data is for example 
introduced in also in [119] the calculated parameters are then plugged back into the single diode model. 

There are currently only a small number of research papers that discuss parameterization of the whole 
powerplant for construction of a digital twin in its full context and potential. One of them [120], uses the 
combination of various physical models, with parametrization and a genetic algorithm (GA), to construct a 
digital twin. While it addresses most of the aspects of a PV system’s digital twin, there are many open 
questions where research has not yet begun. For example, the interconnection of the initial simulation using 
the well-known single diode model [116], with the real-world data monitoring and its refining over time, once 
more data become available. 

Overall, this concept is at the cutting edge of current research and development. The importance of 
addressing the issues of PV power plant simulation and prediction of yield will continue to increase, and while 
the Digital Twin concept is still in the conceptual phase, the successful implementation of Digital Twins would 
address the shortcomings of other simulation and projection models and ease the grid integration challenges 
the industry is facing.   

When modelling the real-world, there are three main different kind of models: 

1. Physical models describing the known relationship between physic magnitudes. The main 
inconvenience is that are generally ideal, as degraded conditions are difficult to be estimated.   

2. Statistic or data driven models based only on data and learning from previous events. They can 
accurately determine the existing correlation among the input and output variables of the model, 
but they are not able to predict the performance if input conditions have not happened before, nor 
carry out a diagnosis describing the reasons of deviations from the expected performance.   

3. Hybrid models acquiring knowledge from the data but preserving the physical relationships. They 
allow a better characterization of the asset performance, optimizing the physical model with its 
specific design and operation characteristic, detecting anomalies and estimating its health. They can 
also provide a prediction of never-happened events.  

A digital twin is a virtual representation of a real-world system, combining hybrid models of devices to reflect 
the most important asset behaviors to be explored. These digital twins can be used for design optimization 
or improvement of O&M activities, by means of characterizing and managing asset production, condition and 
degradation at the device and plant levels.  
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The precise characterization of an asset will allow to gain better understanding of failures that have already 
occurred and to develop early failure detection to improve predictive maintenance. However, monitoring 
data type and volume are essential to develop an effective digital twin. For instance, time resolution of 
available data will clearly determine which kind of characterization can be done. When dealing with power 
electronics, if the monitoring frequency is high (kHz), fast events like voltage peaks and grid unbalancing can 
be detected and their effects analyzed. But if the available monitoring data are every ten minutes, only long-
term degradation effects can be examined.   

Another of the most important benefits of a digital twin is the possibility of exploring potential scenarios in 
a safe and non-intrusive way. Thus, it is possible to simulate how the different actions that can be carried out 
affect the devices and system performance, even estimating the Remaining Useful Life (RUL).  

As previously explained, a digital twin is a hybrid model, consisting of the optimization of a physical model 
with monitoring data to estimate the parameters in the model that minimize the residue. The residue is 
defined as the difference between the magnitudes measured in the real world and the ones estimated by 
the hybrid model, as shown in Figure 4.1. This optimization to minimize the residue can be carried out 
through genetic algorithms, gradient descent algorithm and/or recurrent neural networks, among other data 
analytics approaches.   

 

Figure 4.1: Optimization of a physical model to transform it into a hybrid model. 

 

4.1 PV inverter digital twin 

PV inverters are subject to frequent functional and environmental stress, which can induce failures. Recent 
studies show that PV inverter is responsible for almost a 30% of total energy losses due to failure modes in 
large PV plants [121]. Furthermore, in contrast to PV modules, unexpected failure of a single PV inverter 
means losing a significative ratio of the plant power production, which could even lead to regulatory penalties 
for failing to meet power production commitments. 

Inverter failure modes may be both externally and internally caused. Among external causes we can find 
insulation failures on the PV array which according to inverter safety standards require the inverter to stop, 
or other inverter stops due to grid parameter values (voltage and frequency) out of grid code thresholds. 

Main internal fault root causes are related to conversion power stack (semiconductors, DC-link capacitor, 
drivers, etc.), cooling system due to poor or lack of maintenance, fan failure, etc., and other less significant 
internal failures related to electronic boards, main AC and DC switches, etc. 

There are two main categories of failure mechanisms in power converters: (1) abrupt failure due to singular 
events, manufacturing failures or unforeseen overstress conditions, almost independent from the 
application; and (2) degradation due to long-term operation under the particular working conditions of the 
application. It is very difficult to anticipate and work on the diagnosis of the first ones, so PV inverter digital 
twin aims to characterize the long-term degradation. After long-term operation, some components of PV 
inverter, mainly capacitors and IGBT/MOSFETs, become too fragile to cope with the electrical and thermal 
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strains, leading to a collapse of the entire system. In fact, degradation process is primarily related to the 
thermal cycles of the components, as their dilation and compression during the heating and cooling process 
induce voltages that finally break the component. Thus, capacitor manufacturers provide information about 
the lifetime of their component depending on the ambient temperature and current ripple through it, as 
shown in Figure 4.2. IGBT and MOSFET manufacturers also estimate the lifetime of their switching devices as 
a function of their junction temperature, number and duration of thermal cycles. The main inconvenient in 
this case is that it is impossible to measure directly the junction temperature.    

 

Figure 4.2: EPCOS/TDK capacitor lifetime as a function of temperature and current ripple. 

The anticipation of the degradation progress of power converters is important and valuable, so failures can 
be early detected providing time for performing maintenance and, if necessary, for acquiring and installing a 
replacement device or the right parts.        

It is observed that the degradation progress of the main components in power converters can be indicated 
by the alteration of their characteristic parameters, like the conduction resistance of switching 
semiconductors and capacitance of capacitor [122] [123]. Therefore, the measurement of those health 
indicators is critical and the first step of condition monitoring.  

Component-level health indicators have been proposed for monitoring the degradation of power 
semiconductors and capacitors individually [124] [125] [126], which can be classified into two groups: 
electrical and thermal indicators. In [124] a review of past developments and recent advances in the area of 
condition monitoring and prognostics for IGBT is presented. In [125] reliability models for power electronics, 
including dominant failure mechanisms of devices are described first, followed by a description of recently 
proposed condition monitoring techniques. In [126] the capacitor condition monitoring methods are 
classified into three categories, then the respective technology evolution in the last two decades is 
summarized.  

Regarding switching semiconductors, electrical indicators can be obtained from either the drain-
source/collector-emitter terminals, such as the conductance voltage or resistance of power semiconductors, 
which can be measured by using measurement circuits [122] [127] [128] [129]. In [122] a custom designed 
accelerated ageing platform that can expose multiple discrete power MOSFETs to thermal stress 
simultaneously is introduced. In [127] required equipment and methodology for an advanced accelerated 
power cycling test of IGBT modules is presented. In [128] an in-situ diagnostic and prognostic technology to 
monitor the health condition of IGBTs with a focus on the IGBTs' solder layer fatigue is proposed. In [129] 
results of accelerated aging tests in IGBT are presented showing that the case temperature, the collector 
current, and the collector-emitter voltage are the failure precursor parameters that can be used for the 
development of a prognostic and health monitoring  system for IGBTs and other medium-power switching 
supplies. 

All these indicators show the highest sensitivity to the degradation of power semiconductors, but additional 
circuits are needed, which increases the implementation complexity. Existing gate-emitter related indicators 
includes the threshold voltage and miller plateau of power semiconductor, which can be obtained from the 
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gate turn-on transient voltage waveform [130] [131] [132] [133]. In [130] gate oxide degradation mechanisms 
and effect are summarized, and the MOSFET turn-on process is analyzed. Then, a theoretical model is 
established to describe the relationship between miller platform voltage and two types of gate oxide defects, 
and miller platform voltage is identified as a new precursor. In [131] the duration of the Miller plateau during 
the IGBT turn-on transition is proposed as an online precursor indicating two dominant types of failures. In 
[132] a method for in situ high-bandwidth junction temperature estimation of insulated-gate bipolar 
transistors is introduced based on the acquisition of the gate voltage plateau during turn-on.  

On the other hand, since junction temperature is strongly related to the health condition of power 
semiconductors, temperature sensitive electrical parameters can also be used as health indicator, such as 
pre-threshold voltage in [134], peak gate current in [135], kelvin-emitter voltage [136], and switching time in 
[137]. However, all of these gate related indicators are high frequency signals, demanding the high-speed 
data acquisition circuit with good noise-immune ability, which increases the complexity further. Moreover, 
the malfunction of the added circuit may induce the failure of the gate driver. Thermal signals are also 
proposed for condition monitoring, such as case temperature in [138] [139]and thermal resistance in [140]. 
However, case temperature may be easily interfered by other heat sources and shows a low degradation 
sensitivity. The measurement of thermal resistance strongly depends on the accuracy of measuring junction 
temperature, case temperature and power losses of interested module, which is complicated and difficult. 

As for the capacitor, the condition monitoring can be achieved through two ways: 1) taking advantage of the 
discharge process of capacitor when the power converter is in off-line [141]; 2) obtaining the equivalent 
series resistance (ESR) and capacitance of the capacitor by measuring the ripple of capacitor voltage and 
current [123] [142]. However, in practice, obtaining the ripple requires both the data acquisition apparatus 
with higher sampling rate and higher resolution, and high frequency pass filter circuit [143] [144].  

From the system-level view, various methods have been proposed to monitor the power semiconductors 
and capacitors, respectively. The frequency response of DC-DC converters is sensitive to the on-state 
resistance of power semiconductors in specific situations. In [145]. In addition, the output current harmonic 
of inverter is investigated to monitor the degradation of the solder layer of power semiconductor in [146], 
showing that low-order harmonics, caused by nonideal switching, are affected by the device junction 
temperature, which in turn depends upon module solder condition. Both methods require extra setups and 
show invasive to the system of interest. Moreover, they cannot distinguish the degradation of power 
semiconductor and capacitor.  

Artificial neural network is also a potential way for monitoring the degradation of capacitor. In [147] [148]. 
However, both approaches require offline testing to obtain the enough training data, which is difficult to 
achieve in practice. 

Conventional model-based parameter identification methods are used to modify the controller of power 
converters. It is known that the transfer function between the output voltage and duty cycle ratio is 
discretized when design controller. Thus, the coefficients of transfer function can be calculated by using 
different algorithms, such as recursive least square (RLS) in [149] and Kalman filter (KF) in [150], which is 
effective in tuning controller and improving the system performance. However, mapping the coefficients of 
transfer function into the internal parameters of the converter could cause transfer errors and even doesn’t 
have feasible solutions when the number of unknown parameters is more than that of the known equations. 
In [151], a simplified model of boost converter is built, and a generalized gradient descent algorithm is applied 
to calculate the inductance and capacitance. A model for buck converter is developed in [152], where 
biogeography-based optimization (BBO) method is used to identify the internal parameters. The main issues 
with the above methods are that none of them focus on the degradation monitoring of the key components. 
Moreover, only the coefficients of the model (e.g., transfer function) or part of those physical parameters 
(e.g., inductance and capacitance) can be obtained. In addition, all of the above methods need to inject extra 
signal into the controller. It is worth to mentioning that these measured indicators need to be processed 
further to reduce noises and to indicate the health status of power converter numerically. Such as lowpass 
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filter and gaussian process [153] [154]. Finally, Calibration with other impactors (e.g., temperature and 
current) is needed as well [127]. 

According to the analysis above, the challenges is to come up with a method non-invasive, calibration-free, 
without additional circuits and with the ability of monitoring both power semiconductor and capacitor. 

Digital twin is a virtual representation of a physical system that virtually shares the same characteristics with 
its physical counterpart. It enables customers to better understand, optimize, predict, and monitor the 
performance of its installed systems [155]. The concept of digital twin has been applied in power converters 
for fault diagnosis recently [156] [157] [158], which is achieved by comparing the output signals of the digital 
twin and its physical counterpart in real-time. The digital twin technology includes two parts: the digital 
presentation of a physical system and an advanced algorithm for data analysis.  

In [156] a digital twin of a power converter is defined as a real-time, probabilistic simulation model with 
stochastic variables, developed using generalized polynomial chaos expansion. The digital twin models are 
partitioned in perspective of control layers for power converter subsystems in the approach, with emphasis 
on the application and converter control layers.  

In [157] presents the design methodology, mathematical analysis, simulation study, and experimental 
validation of a digital twin approach for fault diagnosis of a distributed PV system is presented. The fault 
diagnosis is performed by generating and evaluating an error residual vector, which is the difference between 
the estimated and measured outputs.  

In [158] Particle Swarm Optimization algorithm is applied to carry out the data analysis and update the digital 
twin continuously according to the data coming from existing sensors in its physical counterpart, making the 
residue smaller than a pre-set threshold. Finally, a data-cluster concept is proposed to cover the estimated 
indicators at different possible operations. 

 

4.2 Battery digital twin 

Nowadays, lithium-ion is the fastest growing and most promising battery technology in the short term. It is 
widely used in several low power electronic devices but also in higher voltage applications, such as electric 
vehicles or electricity network support systems. The main advantages of this type of batteries are their high 
density, high efficiency and their relatively long cycle life [159]. Regarding storage systems for PV 
applications, also lithium-ion is the most widely used battery technology, in both distributed PV systems to 
increase self-consumption rate and in large PV plants to provide ancillary services to the grid.  

The estimation of the State of Charge (SOC) and State of Health (SOH) of the battery is a challenging task due 
to the difficulty to assess the electrochemical phenomena inside the cells of a battery system, which depends 
on several factors including the characteristics of the battery, the operation conditions (temperature, 
current, Depth of Discharge - DoD) of the previous cycles, etc. This causes uncertainty on the expected 
performance and ageing of the storage, especially, towards its end of life. 

Battery lifetime is highly dependent on application conditions. Usually, several ageing processes take place 
concurrently due to the complex operation conditions of most of the applications, i.e., combination of 
cycling, rest periods at different SOCs, partial charging, wide range of temperatures [160]. This happens in 
the case of independent cells and in the case of multicell systems. Conventional Battery Management 
Systems (BMS) try to achieve a uniform operation and ageing of cells based on the voltage control of the 
series elements within a battery pack. However, this does not prevent that, at the end of life of the module/s, 
all cells have different condition. This happens due to different temperatures within the package and 
because, even when cells are of the same type and manufacturer, their performance might not be identical 
due to manufacturing dispersion, which causes different ageing speed in battery elements. 

As explained above, the digital twin concept is being developed in many engineering fields. It is basically a 
model, which main characteristic is that it is linked to a real system. The model will try to replicate the real 
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system performance, and this will permit to have a broader understanding on the variables that have an 
influence on it, especially of those that cannot be directly measured with sensors or that are not precise 
enough due to noise in the process or in the measurement. The objective is to improve the operation and 
maintenance of the battery-based storage systems. 

In the case of the battery, the digital twin proposed for improving O&M will be based on a hybrid model 
consisting of both a mathematical model, describing the electrical behavior of the cell, and a data driven 
model. This approach will permit to have a better estimation of the SOC and SOH, and a prediction of the 
Remaining Useful Life (RUL). However, these parameters are not directly measurable and, for this reason soft 
sensing techniques will be used to try to estimate the evolution of the characteristics of the system out of 
the available measurements. 

4.2.1 Physical model of the battery cell 

If we consider a physical model as a conceptual or mathematical model of a physical system, we could say 
that batteries can be modelled in accordance with their thermal characteristics, electrochemical nature or as 
electrical circuit [161].  

4.2.1.1 Battery cell electrical circuit model 

Cell equivalent Electrical Circuit Models (ECM) are behavioral models, which attempt to reproduce the cell 
electrical characteristics. As equivalent electrical circuit, battery cells may be defined through different 
configurations. The most common is to consider an internal resistance plus a number (n) of RC blocks. In 
[162], general types are considered, from simpler to more complex. 

The simplest model consists of a voltage source, representing the Open Circuit Voltage (OCV), which is 
function of SOC and temperature plus a resistor in series. 

 

Figure 4.3: ECM. Simple [162] 

If we add a RC block to this circuit (first order), we obtain the so called Randles model. In some cases, more 
than one RC block is added (higher order). According to [163] [164], the first order RC model is the best choice 
considering model complexity, accuracy and robustness for LiNMC cells. However, other cell types with more 
complex dynamics, e.g., lithium iron phosphate, may require more RC blocks, at least three according to 
[165], or one state plus hysteresis, according to [164]. In [161] [166], two RC blocks are considered, even if 
this is not justified on the top of a specific Li-ion chemistry. 

The following figure shows the Randles or RC model: 
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Figure 4.4: ECM. RC model [162] 

The third model adds the hysteresis effect, vh, in the cell’s terminal voltage. This is called the Enhanced Self 
Correcting (ESC) model in [162]. 

 

Figure 4.5: ECM. ESC model [162] 

In [164], twelve battery models are compared, most of them variations of the three models presented above. 

Once defined the model topology, parameter values must be determined based on the real performance of 
cells. In [163] [164], the following characterization tests are performed at three different temperatures (10°C, 
22°C, 35°C): 

• Static capacity test: the battery is tested extracting electrical energy from it over a time (normally 
one hour at 1C). This test is related with the discharge capacity, and the test would not return the 
actual capacity (total capacity), but the batteries capability to produce output equivalent to its 
ampere-hour rating as a minimum. Following this last reference, a battery is fit for use if its discharge 
capacity is more than 80% for one-hour discharge at 1C, which is equivalent to discharge lasting, at 
least, 48 minutes. 

• Hybrid Pulse Power Characterization (HPPC): the HPPC is used to determine the dynamic power 
capability over the usable voltage range. The voltages recorded are used to establish the cell’s OCV 
behavior. From a 100% SOC situation, the battery is discharged in 10%DOD steps at constant current, 
each followed by one-hour rest period (to return to electrochemical and thermal equilibrium). 

• DC resistance test: The resistance of modern lead acid and lithium-ion batteries stays flat through 
most of the service life. There are three methods for calculating the internal resistance/impedance 
of a battery: 

o DC load method: this method ignores the polarization capacitance of the equivalent circuit 
of a battery (Cp in ¡Error! No se encuentra el origen de la referencia.) and blends both 
resistances (R0 and Rp). A voltmeter measures the open circuit voltage (OCV) with no load, 
followed by the second reading with a load; Ohm’s law calculates the resistance value. The 
load test is the preferred method for batteries that power DC loads. 

o AC conductance: The single-frequency method sees the components of the Randles model 
as one complex impedance called the modulus of Z (R0, Rp and Cp cannot be distinguished). 
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The 1,000-hertz (Hz) ohm test is another common method (it can be used for lithium 
batteries). A 1,000Hz signal excites the battery and Ohm’s law calculates the resistance.  

o Electrochemical Impedance Spectroscopy (EIS): it reads the three values in the Randles 
model; however, correlating the data into capacity estimations requires complex modelling. 

• Dynamic Stress Test (DST): it seeks to simulate dynamic discharging. Once battery is fully loaded, it 
is discharged by applying DST profiles repeatedly. 

• Ageing tests: in each cycle, cells are charged and discharged at a constant rate until the cut-off 
voltage is reached. 

 

Figure 4.6: Test schedule flow chart carried out in [164] 

The main specifications of the test should include rated values: nominal capacity, nominal voltage, upper cut-
off voltage and lower cut-off voltage. 

From the resulting voltage of the hybrid pulse test, the following information can be obtained for different 
SOC levels: 

• The open circuit voltage, Voc, value is obtained from the steady state voltage. 

• The DC resistance, R0, is proportional to the instantaneous voltage drop following a discharge pulse. 

• The polarization resistance and capacitance (Rp, Cp), AC impedance, are related to the voltage 
amplitude change following the pulse start (see next figure). 

 

Figure 4.7: Zoom into discharge pulse of the LiNMC cell at around 90% SOC at 22°C [163] 
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The Recursive Least Squares (RLS) algorithm is used to calculate both parameters. 

In [165], an equivalent electrical circuit with more RC blocks is evaluated. To determine the number of RC 
branches, the voltage evolution is examined during the relaxation phase after a current pulse is removed, 
during a pulse test. The adopted criterion for selecting the number of branches was that the curve needed 
to fit closely to the initial few data points in the transient. In this case, more than 3 exponential terms (RC 
blocks) where need to fit the curve obtained from the test. 

 

4.2.1.2 Battery cell electrochemical model 

While ideal-cell models enable prediction of non-degraded cell behavior and are useful for basic cell-level 
estimation and control (cell balancing, SOC estimation, power limit computations, etc.), advanced controls 
that aim to extend cell life (understand and control ageing), or improve, performance require Physics-Based 
Models (PBM) of cell degradation [167].  

To understand degradation, additional state variables come into play, such as: potential in solid, potential in 
electrolyte, concentration of Li in solid, concentration of Li in electrolyte, and rate of lithium movement 
between phases [168]. 

PBMs can be developed at different length scales, form molecular to continuum. Continuum scale models 
can often run in PCs, but smaller length scales (more detailed) need supercomputers (high computational 
capability). 

These Full Order Models (FOM) can adequately capture internal dynamics within the cell. However, the 
solution must be obtained numerically using finite element discretization methods and, as such is 
computationally burdensome, it is not suitable for near-real-time battery control [169]. To cope with this 
problem, Reduced-Order Models (ROM) are used [167] [168]: 

• With the electrochemical richness, a model is developed from the control point of view. They capture 
important behaviors of FOM, but with lower computational costs.  

• It predicts “ideal cell” electrochemical variables directly: potential, concentrations, rate of Li 
movement. 

• These are inputs to follow-on degradation models, used by controls. 

• It has linear discrete-time state and output equations. Linearization around an operating point, f(SOC, 
T), is needed: one linear model for each operating point. 

• Electrochemical variables and voltage are computed via nonlinear corrections to the terms computed 
by the output equation. 

• ROM generation process involves the following steps: 

o Start with Partial Differential Equations (PDE). 

o Linearize PDEs, make transfer functions (TF). 

o Populate TFs with physical values. 

o Convert TFs to linearized state-space model. 

It is very complex to model degradation. There are a lot of mechanisms that degrade a cell, some of them 
not well known. 

In addition, the degradation mechanisms all interact: 

• If we can model dominant degradation mechanism, and 

• If there are controllable inputs to these mechanisms (current, SOC, temperature…). 

• We can devise controls that minimize degradation while simultaneously maximizing cell life. 
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One of the main degradation mechanisms is lithium plating/deposition (formation of metallic lithium around 
the anode during charging) and that is the focus of the studies carried out in [168]. 

 

 

Figure 4.8: Degradation mechanisms in a battery [168] 

 

4.2.2 SOC and SOH estimation methods 

There are a lot of SOC estimation methods. According to [169], model-based methods are the best approach: 

• Observer methods: Luenberger observer (LO), sliding mode observer (SMO), proportional integral 
observer (PIO). 

• Adaptive filter methods: Kalman Filters, Recursive Least Squares (RLS). 

A very common technique for SOC estimation is the Coulomb counting, where the number of Ah charged to 
and discharged from the battery are counted to estimate the remaining capacity or, even, life of the battery. 
The accuracy of this approach can be reduced if the initial SOC is not well known, and by other factors, such 
as self-discharge of the cells and leakage effects. The releasable charge is always less than the stored, due to 
the efficiency of the battery lower than 100%. These losses in addition to the self-discharging, cause 
cumulative errors due to the open-loop control characteristic of the measure. For more precise SOC 
estimation, these factors should be considered. In addition, the SOC should be recalibrated on a regular basis 
and the degradation of the battery capacity should also be considered [170]. In this work an enhanced 
coulomb counting algorithm is presented. 

For example, in [166][171], the actual cell capacity is estimated through a Support Vector Regression (SVR) 
method given a set of training data, with couples of input and target values, a linear function is sought as flat 
as possible where a maximum deviation between both values is defined. Since SOC and SOH prediction will 
not be a linear regression problem, a method for the nonlinear case is required: the idea is to transform the 
input data nonlinearly in a higher dimensional feature space. In this case, the data for the SVR is obtained 
from a long-term cell ageing test: for one year a large test was performed on Li-ion cells: in them, regular 
check-ups were conducted to record the capacity fade in the cells; these check-ups consisted in capacity tests 
with 1C-rate and a pulse power characterization profile. 

Another way to determine the SOC of a battery is to use the open circuit voltage method. It converts a 
reading of the battery voltage to the equivalent SOC value using the discharge curve (open circuit voltage vs. 
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SOC). The need for a stable voltage makes it difficult to implement, since a resting time for the battery is 
required prior to the measurement. It results also time consuming and, during the test, the system 
application is interrupted (offline method), contrarily to the coulomb counting (online method) [170]. 
Another issue is that the method is not effective for batteries with a flat OCV characteristic [163], such as 
LiFeP04 (Lithium Iron Phosphate). 

Capacity decrease and power fading, related to the SOH, do not originate from one single cause, but from a 
number of various processes and their interactions: structural changes during cycling, chemical 
decomposition or dissolution reaction and surface film modification, loss of contact between the inactive 
components, metal dissolution, electrolyte decomposition [159]. 

A well know approach for SOH estimation is the measure of the battery AC impedance or DC resistance [159]. 
During its lifetime, the internal resistance of the battery tends to increase. Therefore, DC resistance 
measurement is used to evaluate battery degradation. This is carried out by applying a current pulse (at 1C) 
and measuring the voltage drop caused by it, in accordance with Ohm’s law. 

𝑅𝑖(Ω) =
Δ𝐼

ΔV
 (1) 

This relationship can be evaluated for different temperatures and SOC levels. In occasions different current 
rates (power) can be evaluated. Normally, the resistance changes significantly with temperature but not that 
much with the SOC according to [159], however, in our experience, this resistance changes significantly near 
the SOC limits (under 20% and over 80%). 

Another technique to measure the internal resistance is through the Joule effect: the changes in temperature 
produced by losses are measured through a calorimeter. 

The dynamic power capability of the battery, along its lifetime, can be determined using the Hybrid Power 
Pulse Test (HPPT), which consists of a test profile incorporating both charge and discharge pulses. With this 
method minimum and maximum cell voltages can be also determined. 

The Electrochemical Impedance Spectroscopy (EIS) measures the battery internal AC impedance as a 
function of frequency. Different battery dynamics affect different frequency ranges and, therefore, this is an 
appropriate diagnostic tool: at high frequencies, inductive effects are prominent, while, as frequency 
decreases, impedance becomes purely ohmic and at lowest frequencies capacitive effects become more 
important [159]. In our case, frequencies below 1KHz are the most relevant. EIS equipment can also provide 
ECM parameters. 

From measurements, a characteristic map can be drawn using data fitting techniques for calculating the 
internal resistance at every SOC and temperature. The main drawback is that one map must be parametrized 
for each cell type. Through this method, the influence of different parameters in the ageing of the battery 
can be assessed, such as DOD or temperature. In addition, apart from internal resistance, other effects in the 
battery can be evaluated: capacity loss, diffusion effects, etc. 

There are also methods in which the capacity is estimated using a probabilistic algorithm. For example, by 
analyzing the charge and discharge data of batteries. A voltage is linked with a capacity through statistics 
from data of discharge curves of new and aged batteries. With this information a look up table is generated, 
where the capacity of the battery is related to a partial charge or discharge [159]. 

To estimate the SOH, other methods lie in measuring the mechanical fatigue or, in general, in detecting the 
failures of the cell [159]. 

One of the most used methods for SOH estimation is the Kalman filter, and related algorithms such as the 
Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF). They permit to estimate non-measurable 
variables (inner state values) from a real system or variables that are affected by noise (due to measurement 
or process). It employs error correction mechanisms, and it can provide real time SOC and SOH estimations. 
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Because of this, it is a suitable method to develop digital twins, since the real system and the model can be 
continuously compared.  

Fuzzy logic allows modelling nonlinear and complex system by processing measured data. It is a powerful 
method, but it requires a big amount of testing data, relatively large computations and good understanding 
of the batteries for an accurate SOH prediction. 

The advantage of Artificial Neural Networks (ANN) for SOH estimation is that it is not necessary to know the 
details of the battery to perform the analysis. The main disadvantage is its high computational cost. To get 
good results out of it, it is necessary to train the ANN, which requires to have as many data available as 
possible. 

In [163], a comparison between different SOC and SOH estimation methods is presented.  

 

Figure 4.9: Comparison table between SOH and SOC estimation algorithms [163] 

According to this reference, most of the methods in the table were developed for either SOC or SOH 
estimation, and not for both. However, both parameters are related, and simultaneous estimation is 
beneficial. Compared to the SOC, battery SOH changes, typically, much slowly. Because of this, one option is 
to use multi-scale Extended Kalman Filters to estimate SOC and SOH, and the capacity estimation is 
periodically introduced in SOC update equation. 

In [161], a novel observer for SOC estimation is proposed, using a two RC block battery model. According to 
this reference, most existing observers utilize the difference between the estimation output voltage and the 
measured voltage multiplied by coefficients to correct all of the estimated states. These observers have some 
disadvantages: 

• The optimal gain coefficients are hard to determine. 

• Some observers utilize a linearization method to approximate the nonlinear relationship between 
the OCV and the SOC, which causes linearization error. 
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As the battery cell ages, the estimation error increases due to the variation of model parameters. To keep 
the accuracy of SOC estimation under acceptable limits, it is possible to update the parameters through a 
SOH estimation. In [163], for offline parameters recalibration and SOH estimation, a fourth order EKF is used.  

1. Results show [163] that it is undesirable to estimate the battery SOC without considering the capacity 
and resistance recalibration over the entire battery lifecycle. The fourth order EKF is computationally 
heavy, and it might suffer from stability issues, therefore, it is operated offline and the related 
capacity/resistance updates are instead used in the online (real-time) second order SOC estimator 

In [166], a combination of Kalman filters is proposed to estimate the parameters of the battery model, 
consisting in two RC blocks: 

1. Standard Kalman Filter (KF): it estimates the voltages through the two condensers in the RC branches 
and the R0 resistance. 

2. Unscented Kalman Filter (UKF): the output of the KF is fed into this filter that estimates the SOC and 
the resistances in the RC branches. The actual cell capacity, estimated through an SVR method (no 
Crated capacity is used), can be used to predict the SOC. 

The advantages of using this dual KF are the following [166]: 

• Decoupling of estimations and, therefore, reduction of interactions and avoiding of building-ups of a 
filter. 

• Separation of variables, which cannot be estimated by a single filter. 
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• Reduction of computation efforts, since two filters of lower dimensions are faster than one of higher 
dimension. 

To estimate the SOC of a battery pack consisting of several cells, we could use one of the methods above, 
e.g., the Kalman filters, for each of the series elements of the pack (cells connected in parallel average their 
behaviour electrically, so they have a common SOC value). Even if this may work, the required level of 
computation might be prohibitive. Two methods are proposed that avoid this problem: the bar-delta filtering 
[169] and the mean cell model [172].  

4.2.3 Battery cell data driven model for life prediction 

There are different ways to predict the performance of a battery system, but they are all based in the 
availability of data. 

In [160], an ageing model is presented for battery lifetime assessment that implies understanding calendar 
and cycling ageing, but also analysing their interaction for approaching real applications operation. The 
method is extensible to different operating scenarios and applications. 

• It is based on on-board measurable parameters in real applications and, therefore, can be integrated 
into a Battery Management System (BMS) for SOH estimations. 

• It achieves a compromise between the accuracy of the models and time-intensive experimental 
work. 

The proposed methodology has an important testing component, and it is summarized in the following figure: 

 

Figure 4.10: Flowchart of methodology for lifetime prognosis by [160] 
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The premise of the methodology is that the ageing model needs to be valid for any real condition. Ageing as 
a function of time (calendar) and as a function of usage (cycle) are studied individually. Calendar ageing is 
addressed by means of storage tests, at different temperatures and SOCs, which are defined as stress or 
impact factors (time domain): 

𝐴𝑐𝑎𝑙 = 𝑓(𝑆𝑂𝐶, 𝑇, 𝑡) (2) 

In turn, cycle ageing is a function of C-rate and DOD, as stress factors (Ah domain): 

𝐴𝑐𝑦𝑐 = 𝑓(𝐷𝑂𝐷, 𝐶 − 𝑟𝑎𝑡𝑒, 𝐴ℎ) (3) 

The resulting ageing model is developed using a characterisation method based on the stress factors and by 
capturing the dominant effects on cell performance degradation to fit testing parameters (capacity and 
internal resistance increase are the metrics used to track the degradation: ageing meters). A weighting 
method is used to assess the different stress factor effects and it is assumed that calendar and cycle ageing 
effects can be superimposed. 

𝐴𝑡𝑜𝑡 = 𝐴𝑐𝑎𝑙 + 𝐴𝑐𝑦𝑐 = 𝑓(𝑆𝑂𝐶, 𝑇, 𝑡, 𝐷𝑂𝐷, 𝐶 − 𝑟𝑎𝑡𝑒, 𝐴ℎ) (4) 

Accumulated usage by former usage is considered to make future predictions at a different cycling or 
calendar event. The actual capacity loss is used as reference point for further predictions at different 
operating conditions. 

This methodology has two main drawbacks: the proposed prediction method requires approximately 1-1.5 
year of lifetime evaluation and results are applicable only to the reference cell considered in the work [160]. 

These disadvantages could be solved by the utilization of machine learning related techniques [173], which 
are more and more deployed in all engineering fields. The processing of large and complex data could predict 
the future behaviour of systems based on their past performance. For example, the data obtained from real 
battery systems could be used to predict the state of health of the system or to study where the most 
aggressive degradation comes from. 
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5 PV FAULT DIAGNOSIS 

5.1 PV common techniques 

The performance of the PV installations has increased over time [174] [175] [176], owing to technological 
advances and system optimizations. Over the last decades, numerous monitoring campaigns have allowed 
to report and analyze the performance of thousands of PV systems worldwide [177] [178] [179] [180] [181] 
[182] [183] [184] [185] [186] [187] [188] [189] [190] [191] [192] [193] [194] [195] [196] [197] [198]. These 
studies have shown a wide disparity in performance between the PV systems, with Performance Ratio (PR) 
values typically comprised between 60% and 90%. Some of the causes explaining the performance losses 
have been identified and quantified, but more remains to be done.  

Thanks to the development of Information and Telecommunication (IT) technologies, these last years have 
witnessed an increase in the quantity and in the quality of the operating data that have been monitored, 
offering new possibilities to detect performance problems. Automatic fault detection procedures have 
experienced major developments in the field of engineering and their application to PV systems has 
undergone intense development, and it is now a trending Research and Development (R&D) topic [199] 
[200]. 

A fault is understood as a decrease in a performance indicator, generally abrupt, during a specific time period, 
and due to abnormal functioning. According to this definition, in certain cases, the overall performance of a 
PV system can be relatively low without the presence of any fault. For example, this can be the case of an old 
PV system whose generator nameplate power has decreased over time because of the aging of the PV 
modules [201]. This can also happen when the real nameplate power of the PV modules has been overrated, 
and it is lower than the expected nameplate power, according to datasheets [202]. These overall 
performance problems can be significant, but they are out of the scope of fault detection procedures strictly 
speaking. 

Failures during the operation of photovoltaic installations are one of the factors that most affect the 
performance and maintenance. Unlike other phenomena such as shadowing, degradation or the effect of 
operating conditions, production losses due to malfunctions are not easily modellable or predictable, so they 
benefit significantly from advances in monitoring and control systems [203]. 

The process of analysis of faults produced in photovoltaic installations is divided fundamentally into three 
components: fault detection, fault diagnosis and quantification of the effect of these faults. These 
components have been studied both as individual processes and jointly, during the analysis of the 
performance of the installation. 

Among the most frequent approaches to the detection of faults are techniques based on the modeling of PV 
systems that compare all the variables obtained in simulations (voltage, current, temperature) against the 
measurements [204]. There are also techniques based on the automatic detection of anomalies [200], in 
which deviations in different operation variables between different elements are compared. Both techniques 
can used together, especially to locate faults with a joint effect on the entire plant. 

The classification of failure detection and diagnosis methods, as well as the classification of failures in 
different categories, has been widely studied in previous reviews [108] [205] [206] [200]. 

In relation to the classification of faults, a distinction is made between AC faults and DC faults [108]. On the 
DC side, the classification includes MPPT and PV array faults (mismatch, short circuit, open circuit, ground, 
bypass diode, asymmetrical, arc, bridging). On the AC side, the classification includes total black-out and grid 
outage. 

Another work presents a very similar classification [205], but including hot spots, junction box failures and 
line-to-line faults. In the field of classifying fault detection and diagnosis techniques, this work presents also 
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a first approximation divides the methods into statistical and signal processing approaches, I-V characteristics 
analysis, voltage and current measurement and artificial intelligence techniques. 

In the classification of methods and failure analysis, another review also presents a classification of the same 
type [206], specifically dividing the analysis techniques for the detection of failures into electrical circuit 
simulation, statistical analysis, electrical signal approaches, artificial intelligence techniques, and predictive 
models and comparison with real models. In another review, in addition to statistical and computational 
methods, visual inspection and image processing techniques are presented as a tool [200]. 

Similar to the classification of fault types, diagnostic techniques are also classified with differentiation of DC 
and AC methods [207]. On the DC side, the classification of techniques includes electrical characterization, 
infrared thermal imaging, visual inspection, ultrasonic inspection, electroluminescence imaging and lock in 
thermography. On the AC side, the classification of techniques includes converter component fault and grid 
outage analysis. 

Therefore, despite the absence of a specific consensus, fault detection and diagnosis techniques are generally 
divided into inspection-based methods, techniques based on statistical methods, artificial intelligence 
techniques, signal analysis, and comparison with simulations of a PV system model, although in general this 
comparison is applied in conjunction with another of the previous methods. 

The PR is the most commonly used performance indicator [180] [208] [184] [175] [176] [207] [209] [210] 
[211] [212] [213]. It is based on the ratio between the energy output of a PV system and the solar irradiation 
that it receives. Several alternative fault detection procedures have been developed. The PR can be 
normalized in order to become more independent of the operating conditions [214]. 

Another method relies on comparisons between measured and simulated energy yields [215] [216] [217] 
[218]. Some procedures rely on the modeling of I-V curves [219] [220] [171] [221] [222], and others make 
use of abnormal variations in power, voltage or current as a fault indicator [223] [224] [225] [221] [226] [204] 
[227] [228] [229] [230]. Other methods make use of scatter plots, also called “stamp collections”, 
representing the outputs of the PV system (energy, AC or DC power, voltage, current) as a function of key 
input variables (solar irradiance, air temperature, cell temperature, solar elevation). These methods have 
shown promising capacities [231] [232] [233] [234] [235] [236] [237] [238] [239]. Another family of 
approaches relies on Artificial Neural Networks (ANN), fuzzy logic, or machine learning [240] [241] [242] [243] 
[244]. 

In terms of signal analysis for fault detection, there are several jobs related to automatic fault detection. The 
analysis is carried out from the voltage and currents measured, so that by analyzing the anomalies in both 
DC and AC, it is possible to accurately detect faults in a photovoltaic module, faults in a photovoltaic string, 
faults in an inverter, and a general fault that may include partial shading, PV aging, or MPPT error [227].  

Another work focuses on this last point, presenting a procedure to automatically detect failures in systems 
with distributed maximum power point tracking at module level [245], monitoring the PV plant parameters 
at the module level (voltage and current at the operating power point) and being capable of detecting and 
diagnosing faults without the need for irradiance measurement. 

A method widely used in the analysis of signals in photovoltaic systems is the Local Outlier Factor (LOF), which 
is utilized to identify fault conditions by comparing the parameters between fault and normal conditions, 
allowing to detect strings with lower energy performance than those of the environment. 

The LOF technique has been widely studied throughout different datasets, reaching the conclusion that its 
precision requires correctly adjusting the thresholds and that it provides good results in large datasets, being 
necessary to adapt the algorithms in smaller samples [246]. 

The analysis of the local outliers bases their operation on the current signal characterized as non-stationary 
stochastic signal, therefore the analysis in time series improves the detection of failures using this system 
[247]. This is achieved by using a time series sliding window, calculating the LOF at each point and detecting 
those strings that deviate outside the threshold in much of the time window. 
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Statistical analysis methods have been studied through multiple implementations in all the variety of 
components of photovoltaic installations. Some works have analyzed the photovoltaic plant assembly using 
inferential statistics [248] [249], firstly analyzing the normal performance of the system to define thresholds 
and metrics, and secondly applying real-time analysis of variance (ANOVA) using previously calculated 
parameters to detect anomalies. This threshold-based real-time detection system has also been applied at 
the array level through outlier filters [250] [251]. 

Fault diagnosis techniques based on statistical approaches have also been specifically applied on the DC side, 
showing very precise results by means of exponentially weighted moving average of the differences between 
the theoretical power of the arrays and the real power in each measurement [252]. 

Classical statistical techniques have progressively evolved to more advanced models that have artificial 
intelligence, from machine learning algorithms to complex multilayer neural networks in deep learning 
models. This class of models have been used both in the detection of failures and in their diagnosis, directly 
by learning differentiating patterns in the failed devices, as well as in the simulation of photovoltaic systems 
for later comparison with the real system, allowing to detect failures on those more deviant devices. 

Although dozens of theoretical models based on neural networks have been studied and applied [253], the 
most clarifying results have been obtained through multi-layer neural networks, artificial neural networks-
based models, and neuro-fuzzy models, which combine artificial neural networks with fuzzy logic. 

A recent review also shows convolutional neural networks as a promising tool since they are the most 
common type of deep neural networks, although they have not yet been widely applied in photovoltaic 
models with good results [254]. 

In relation to multi-layer neural networks, a previous work presented a neural network model trained in a 
hybrid way with both operation and simulation data for the detection of failures, so that in real-time 
operation it was also fed with these simulation and measurement data [255]. The results were far superior 
to the fault detection algorithms presented in previous reviews, with the additional advantage that the neural 
network took the voltage and current of the modules as input data, without the need for irradiance data or 
other operating conditions. 

Multi-layer neural networks are also presented as a method with excellent results in the detection of short-
circuit failures, especially in large PV plants [256], although for real-time operation prior training of neural 
networks with a large dataset is necessary [257].  

In addition to fault detection, multi-layer neural networks have also been applied to the diagnosis of faults 
in photovoltaic installations [258], allowing the categorization of faults of a PV module in module mismatch 
fault, open circuit, short circuit or multiple faults under partial shading. 

Artificial network-based modeling has been presented as a very powerful tool not only for fault detection, 
but for the study of degradation and shading of photovoltaic modules [191]. This method is based on 
modeling the photovoltaic system through multi-layer neural networks so that when comparing with real 
measurements, anomalies in operation can be easily distinguished and, in addition, the effect of shading and 
degradation is eliminated before diagnosing faults. 

The neuro-fuzzy approach has been studied for the comparison of modules and the determination of their 
status as failed or not. This approach is based on the generation of fuzzy models under different operating 
conditions for their subsequent hybridization, allowing us to observe the evolution and detect anomalies that 
can be classified as failures [259]. The thresholds and parameters that need to be defined for these models 
are highly variable, but previous work has shown good results in the detection of failed photovoltaic modules 
using only the maximum power of the module and the open circuit voltage [260]. 

The results obtained through artificial neural networks have also been compared not only with classical 
models, but with complex machine learning methods. A previous work compared the methods of K-Nearest 
Nearest, Decision Trees, and Support Vector Machines against neural networks, the latter being much 
superior in terms of results [261]. In a similar study, neural networks were compared to decision trees, 
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XGBoost models (based on multiple hybridized decision tree models) and random forest, again obtaining the 
most accurate results using neural networks [262]. 

In relation to their monitoring, PV systems can be classified into two main groups. The first group is 
constituted by large solar power plants, whose nameplate power stands between several hundreds of kW 
and several hundreds of MW. The second group is made of smaller installations, whose nameplate power 
typically lies between 1 kW and the hundreds of kW, generally mounted on the roof of a building, called 
distributed PV systems. The Operation and Maintenance (O&M) of PV plants benefits from a specific budget, 
and it is commonly assisted by Supervisory Control And Data Acquisition (SCADA) that registers sizeable 
quantities of data that are sometimes measured up to the PV module string level [263] [264], and a weather 
station that measures the operating conditions. Other tools and hardware specific to the O&M are also 
available, and they are used by trained professionals [265]. 

 

Figure 5.1: Classification of Failure detection methods according to available monitoring system, 
proposed methods, and required input data. 
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5.2 Large PV plants 

Large plants require a higher level of precision than other installations. They are generally associated with 
large investments in assets with highly controlled profit margins. Any problem in the analysis or the 
supervision could imply considerable economic losses. This means it is absolutely necessary to have a good 
fault detection and diagnosis system that allows us to know them as soon as possible, measure their effects 
and know their origin. 

The origin of failures in a plant are of a different nature, in most cases they are similar to other PV installations 
but with different implications. In [266] indicates three possible sources of failures in a PV plant. On the one 
hand, the reliability of the surveillance equipment is often lower than that of the equipment to be surveyed, 
this implies problems of the monitoring system. On the other hand, due to the multiple sensors and the size 
of the plant, we may have discrepancies between what is considered to be the operating conditions and the 
production, especially in areas far from the measurement point of these conditions. Finally, a PV plant is 
usually considered as one more generator of the electrical grid and therefore can be subject to production 
restrictions that modify its operation.  

The large amount of information and the possible disparities in the operation of the different elements of 
the plant make the use of advanced statistical techniques or artificial intelligence to detect and diagnose 
anomalies absolutely necessary. It is usual to use the time evolution and the relationship with other 
components to detect faults, especially in the case of strings or stringboxes that are very numerous elements 
and do not have their own alarm systems. For example, the article [267] uses a system that uses space-time 
distributions of strings as inputs of a fuzzy system for the detection of anomalies in these devices. In the case 
of elements such as string or string boxes, noise and dispersion between elements has a great effect. In the 
article [268], where a fuzzy logic system is used to eliminate noise from different signals. In the latter case, 
the system used is very effective in reducing the number of false positives and in detecting different types of 
anomalies with very high precision. 

However, most of the detection effort is focused on the generating part (the modules), leaving aside the 
equipment that is responsible for transforming the energy, the inverters. As can be seen in the article [269], 
the part of characterization of anomalies in photovoltaic modules is much more developed than in inverters, 
so the approach of this project is very interesting in the face of the current panorama. 

5.3 Small and medium PV plants 

Distributed PV installations consist of a large number of small or medium PV generation units spread out over 
the territory. In Europe, these distributed PV installations represent about 40% of the total installed PV 
capacity and more than 90% of the total number of PV installations. They differ from one another in their 
size, components, orientation and tilt angles, topology, and quality. They operate under weather conditions 
that vary from one installation to another, both in space and in time. Each one of them usually belongs to a 
different owner. Most of the time its operator is the owner, who has no expertise in IT or in photovoltaics 
[270]. The metadata on the technical characteristics of the PV system, such as its peak power, orientation, 
PV module technology, etc. are often reported with limited accuracy, or even unknown [271]. The budget 
allocated to the monitoring of the PV system is small, which makes cost-prohibitive the installation of 
monitoring hardware, although low-cost solutions exist [272]. Therefore, the energy output is often the only 
accurate information available. There is no on-site measurement of the operating conditions [273], which 
must be acquired through a remote data provider. 

Unfortunately, most of the existing fault detection procedures rely on accurate input data on the PV system’s 
characteristics and its operating conditions, and they have been developed and validated in large PV plants, 
or PV systems associated with research laboratories, whose technical characteristics and operating 
conditions were known with a high degree of accuracy. Therefore, they suffer from several limitations when 
the time comes to apply them to large groups of hundreds or thousands of PV installations, whose main 
technical characteristics and operating conditions are not known with accuracy. First, the inaccuracies in the 
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metadata of the PV system, in particular, its peak power and its orientation, make it difficult to compare the 
energy production with the in-plane solar irradiation. Second, it is difficult to obtain reliable and low-cost 
solar irradiation data. The data measured by pyranometers are not available at a spatial resolution that is 
high enough, and the data retrieved from satellites convey inaccuracies that are due to their limited spatial 
and temporal resolution, cloudiness, snow cover, aerosols, and low solar elevation angles. Third, thermal 
losses affecting the PV systems depend on the weather conditions, notably including air temperature and 
wind speed. In fact, due to the uncertainties on solar irradiation at the hourly level, the PR can often go up 
to more than 100%, and it can show large variations. Under these conditions, it is difficult to build a reliable 
performance indicator that is stable enough to make it possible for accurate fault detections. As a result, 
many problems affecting distributed PV systems go undetected. 

Several independent research teams have undertaken the task of analyzing the monitoring data from several 
hundred or thousands of PV systems. Their findings show that they faced common problems and reached 
similar conclusions on the inherent limitations from the lack of reliable input data and the need to cope with 
that reality [271][115] [274] [118] [275]. Several works have developed procedures that make it possible to 
correct for the inaccurate metadata, along with Quality Controls (QC) procedures and data inferences, 
making it possible to obtain more robust fault detections [276] [274] [118]. In parallel, other works have 
applied statistical techniques coming from other fields, such as data mining [277]or kriging [207], to construct 
a fault detector from the comparison of the performance of a group of PV systems, generally designed as PV 
system fleet [278] [279] [280] [281] [282] [283]. These studies have shown promising results, in particular in 
the presence of clear-sky conditions, and when the data come from several PV systems located in the same 
neighborhood and whose generators have similar orientations [276]. 

Appropriate information on solar resources is very important for a variety of technological areas, such as: 
agriculture, meteorology, forestry engineering, water resources and in particular in the designing and sizing 
of solar energy systems. Traditionally, solar radiation is observed by means of networks of meteorological 
stations. However, costs for installation and maintenance of such networks are very high and national 
networks comprise only a few stations. Consequently, the availability of solar radiation measurements has 
proven to be spatially and temporally inadequate for many applications. 

Over the last decades, satellite-based retrieval of solar radiation at ground level has proven to be valuable 
for delivering a global coverage of the global solar irradiance distribution at the Earth's surface [215] . The 
recent deployment of PV systems offers an opportunity to extend the in-situ characterization of the incoming 
solar radiation at the Earth's surface through the reverse engineering conversion of the energy production 
of the PV systems to global solar irradiation data. 

During the last years, thanks to the newest developments in telecommunication technologies, an increasing 
amount of electrical (power, frequency, current, voltage, etc.) data from the operation of PV systems has 
become available. These operational data are now typically available at time intervals of 10 min, opening the 
door to a totally new set of data analysis procedures that were difficult to imagine just a few years ago. Smart 
energy meters are projected to become widespread in a couple of years, which will make it possible to 
monitor the energy production and other electrical outputs of millions of PV systems in the world. Therefore, 
in the near future, it will be possible to know the energy production of PV systems located at millions of 
points spread over the whole globe. This conveys the potential that solar irradiation data can also be 
retrieved at all these points. 

The information reported by the data providers is not always very accurate. Several works have reported 
these inaccuracies in the information on some key parameters such as the azimuth angle, the tilt angle, or 
the peak power. Inaccuracies and inconsistencies have also been observed in the energy production data and 
in the solar irradiation data. This leads to some important uncertainties in the results, although it is possible 
to minimize their impact, by applying filtering procedures, and by using analyses methods that are robust 
against erroneous data and outliers. 

Mainly in the case of BIPV, the analysis of the effects of shadows is also of special relevance. At the level of 
analysis and diagnosis it is a widely studied problem, also through advanced statistics and artificial 
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intelligence. For example, there are articles such as [264], which propose a model for the prevention of 
shadows in the modules by means of a statistical model; or as in [284], where a vector support machine is 
used in order to detect losses due to this type of anomaly. 

New technologies have recently appeared in the market, and it would be interesting to analyze them in order 
to update the studies that have already been published. The uncertainties around many of the existing 
analyses are important, and further development may enable us to reduce them in order to obtain more 
accurate and more in-depth conclusions. We still have many gaps to cover to achieve a comprehensive 
understanding of the state-of-the-art of PV systems in Europe. By definition, a review of the state-of-the-art 
of PV systems requires regular iterations in order to continue to incorporate the latest advances. 

Several performance indicators have been developed to carry out fault detections on PV systems. These are 
for example the Capacity Utilization Factor (CUF), the Performance Ratio (PR), the Performance Ratio under 
STC conditions (PR_STC), The Performance Index (PI) [285] or the Performance to Peers (P2P) [286]. 

The most novel performance indication is the P2P. It has been applied in recent studies to use correlations 
between neighboring PV systems for the fault detection applied to large PV system fleets. The first results 
show promising potential, but much remains to be done. Several pathways for future investigation work 
seem promising. This P2P method could be combined with some metadata correction procedures [115] [287] 
[239] for the translation of the PV output from different orientations to generate virtual peers and improve 
the whole process [288]. These procedures also revealed to be essential prior to the application of the 
generation of solar irradation data from PV energy output data. The P2P and other performance indicators 
and methods are not mutually exclusive but rather complementary. Analogously, there is a trend towards 
merging ground and satellite data to achieve better overall results [289] [290]. The integration of this novel 
P2P approach into the already existent fault detection procedures could provide added value to them. 

Finally, much remains to be done in terms of proper fault diagnosis. In this regard, it would be convenient to 
combine the PR, PI, and P2P with scatter plots, sometimes also called stamp collections, to apply these 
performance indicators to the pattern recognition process that is particular to each type of fault. 

 

  



 

D3.1 SotA automatic PV performance supervision systems 44 
 

Grant Agreement 953016 

6 O&M integration 

O&M Contractor must provide the services in accordance with all laws, good industry practice, planning 
consents, manufacturer's warranties and operating manuals. In this way, the data monitoring is a core within 
the O&M good practice on daily basis. The PV monitoring system is fundamental to ensure a reliable and 
stable operation of the plant, as keeping track of electric variables (i.e., voltage, current, energy) and 
meteorological is essential to avoid major issues on the plant production and performance. The objective 
sought with monitoring is to provide enough information to accomplish an energy balance, considering the 
amount of solar resource available and losses that take place due to different circumstances [262]. Thus, data 
analysis could add a significant value to the understanding of the PV installation performance. There is a 
variety of variables which should be monitored in order to keep the operating performance analysis correctly 
and detect any failure on the performance. Although the variables monitored on PV plants varies as per the 
contractor and requirements in each case.  

6.1 General O&M procedure for monitoring and controlling PV plants 

The monitoring devices send real time data to a cloud or locally deployed database, which performs as 
gateway. Thus, the SCADA system of the plant collects all these data, showing it in the control board of the 
plant. Furthermore, the SCADA keeps a continuous communication with the plant operators. In general, there 
are two variants when it comes to monitoring and controlling PV plants and communications with plant 
operators: either the control system is centralized in a single control center, or each plant has its own 
communication system. 

In any case, unavailability is considered to exist either when it is reported by the SCADA system or when an 
anomaly is detected in the on-site inspections made by the O&M personnel. In both cases, the plant manager 
shall be notified (via SMS or e-mail) so that he can solve the issue detected. In case the incident occurs outside 
the shift of the plant manager, an attempt will be made to remotely restart the plant. Additionally, if the 
resolution of the incident requires the replacement of parts/equipment, a purchase request must be launch 
and the warehouse stock must be updated. 

6.1.1 Meteorological data 

Meteorological stations are normally deployed throughout the plants, recording a range of variables of 
valuable interest. The data transmission is made wirelessly and read by the SCADA of the plant. These data 
are used by the contractor to assess important KPIs, such as the performance ratio, or analyzing operating 
conditions of the plant (i.e., during windy periods the trackers may not work as usual). Moreover, other data 
such as the wind speed is also used to fix the trackers in stow position for a certain wind threshold. 

Among the records, the following variables could be normally found:  

• Ambient temperature  

• Atmospheric pressure  

• Humidity  

• Rainfall  

• Wind speed and direction  

• Solar radiation 

For solar radiation, typically measured variables are global horizontal irradiation and global tilted (plane of 
array) irradiation. Sometimes also direct normal and diffuse horizontal irradiation components are measured. 

The equipment is usually connected to a main datalogger which is the responsible of storing the data and 
communicating the devices with the SCADA of the plant. This data is then used by the plant personal to 
evaluate the performance considering the climatological conditions and assess any potential loss or fault 
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related to the tracking. Additionally, different production trend during the different annual seasons could be 
obtained through implementing data analytics and using historical data of the plant production and 
climatological records. 

Therefore, the maintenance of the meteorological stations is fundamental for keeping track of the good 
performance of the plant and estimating eventual trends. The main activities identified are: 

• Pyranometer: Among others, the standard maintenance activities carried out for the pyranometer 
are: i) dome glass must be cleaned, avoiding any external event that may alter the readings, at least 
several times a week with a soft wipe to prevent it from any scratch; ii) difference physical 
components have to be checked on a weekly basis, such as the levelling, external appearance or 
fixing of the equipment; iii) in the long-term basis, the pyranometer has to be calibrated every year. 
Solar measurements are very prone to errors, therefore, very important part is also quality control 
of measured data, to avoid use of incorrect data records in further analysis. 

• Anemometer: The main maintenance procedures are developed on a monthly basis and consist of i) 
visual and auditory inspection at low wind speed to verify it spins correctly; ii) replace the bearings 
when they become noisy; iii) replace the potentiometer after 50 million revolutions. 

• Cells: They do not need of any specific maintenance, rather than keep the glass clean and an annual 
calibration. 

• Datalogger: Annual inspection to discard any damage (i.e., corrosion, damaged wires), adopting the 
corresponding actions required. Calibration required every three years. 

6.2 Drone IR inspection 

This is a novel technique, which may not be implemented in most of the PV plants operating worldwide. The 
main aim is to collect thermal images of the plant solar PV panels and analyze them computationally in order 
to detect potential overheating of defective cells in PV modules, string boxes and transformers. For a correct 
deployment of the IR inspection, the monitoring campaign will be done when the entire plant is operating. A 
set of pre-requisites should be defined before the campaign is carry out: i.e., the irradiance has to be greater 
than a pre-set value. Additional sensors must be used during this inspection, such as temperature, wind or 
radiation sensors.   

The monitoring campaign consists of an inspection flight with a pre-defined route covering the entire plant, 
from which an image dataset will be obtained. The size of the set must contain images from all the modules, 
string boxes and transformer. Before starting the inspection, it needs to be ensured that the radiation at the 
time of the flight is at least equal to the minimum value set in the protocol [291]. Moreover, the images 
resolution must be at least the one defined in the protocol. After analyzing the images, with the results 
extrapolated to a radiation for a nominal value (i.e., 1000 W/m2), potential hotspots in modules should be 
identified, as well as any other anomaly related to a significant temperature difference between modules. 
From the analysis of the images, different criteria are applied used to determine if there is potential failure 
or risk of failure in the different elements. The list below can give a clear idea of how these criteria could 
work: 

• High-relevance – Nonacceptable: The temperature obtained cells or module hotspots is greater than 
the mean temperature obtained for the entire dataset by a pre-defined value (i.e., >20º). 

• Low relevance: The difference between the temperature of the cells or hotspots in modules and the 
mean temperature of the entire set is lower than a pre-defined value.  
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Figure 6.1: Images obtained from an IR inspection for cells anomalies and hotspots identification 
respectively 

When a high-relevance alert is obtained for a certain module, the contractor must either replace it or repair 
it as per the O&M contract conditions. If a high-relevance alert is obtained in string boxes or transformers, a 
maintenance activity will be carried out.  

The main anomalies detected during these inspections are below: 

• Temperature difference between cells within the same module. 

• Temporal shades, which may affect to the cells’ temperature within the same module. 

• Soiling, which may affect to the cells’ temperature within the same module. 

• Electric connection overheating. 

• Defective connections. 
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